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Introduction
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The process of class incremental learning (CIL)[1].
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Mode Connectivity
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Linear Connectivity in CIL

Testing accuracy curves along the linear connection between two adjacent continual minima of PODNet [4] for 5 steps of increments (i.e., 6 tasks in total) on

CIFAR-100. A p , A n , and A all denote accuracy on previous tasks, on the new task, and on all learned tasks respectively. λ is the interpolation factor.

High loss ridge

Higher performance

Locate in low-loss region



OPC: Optimizing Connectivity between Minima

Let 𝒑𝜽 𝜆 : 0,1 → ℝ𝑛 be the parameterized arbitrary path between minima ෝ𝒘𝑡−1 and 𝒘𝑡, such that

𝒑𝜽 0 = ෝ𝒘𝑡−1 and   𝒑𝜽 1 = 𝒘𝑡

We commonly use the expected loss ෠ℓ(𝜽) along the path to characterize its quality, i.e., 

෠ℓ(𝜽)=0׬
1
ℒ 𝒑𝜽 𝜆 𝑑𝜆 = 𝔼𝜆~𝑈(0,1) ℒ 𝒑𝜽 𝜆 ,

where ℒ is the task loss, such as cross-entropy loss, NCA loss [4], or embedding loss [7], 𝑈(0,1)is the uniform 

distribution on the interval [0,1]. 

[7] Hou, Saihui, et al. "Learning a unified classifier incrementally via rebalancing." Proceedings of the IEEE/CVF conference on Computer Vision 

and Pattern Recognition. 2019.

we can randomly sample points 𝜆 between [0,1] and minimize loss ℒ 𝒑𝜽 𝜆 with respect to 𝜽 to optimize the path, i.e.,

𝜽 ← 𝜽 − 𝛾𝛁𝜽𝓛 𝒑𝜽 𝜆 , 𝜆~𝑈 0,1

However, there are significant differences between continual minima because of catastrophic forgetting, we can not 

directly connect them each other. We redefine a low-loss path taking named switching point (SP) as a bridge, where the 

part between the previous minimum and SP is for previous tasks, and the part between SP and the new minimum is for 

the new task.



OPC: Optimizing Connectivity between Minima

The expected loss along the path can be reformulated for continual learning as follows, 

ℓ(𝜽)=0׬
𝜆∗
ℒ1:𝑡−1 𝒑𝜽 𝜆 𝑑𝜆 + ∗𝜆׬

1
ℒ𝑡 𝒑𝜽 𝜆 𝑑𝜆,

where 𝜆∗ corresponds to SP in the interval 0,1 , ℒ1:𝑡−1 is loss on previous tasks and ℒ𝑡 is loss on the

new task.



OPC: Optimizing Connectivity between Minima

A toy example of optimizing connectivity between 

minima in the 2-dimensional plane.

Connectivity Modeling:

𝒑𝜽 𝜆 =
𝑨𝑪 + 1 − 𝜆 𝟏𝐿 ∙ ෝ𝒘𝑡−1 + (𝑩𝑺 + 𝜆𝟏𝐿) ∙ 𝒘𝑡

where 𝜽 = 𝑨T, 𝑩T T, it must meet the following

Condition to make path still pass through endpoints:

𝜽𝟏𝑁 = 𝟎2𝐿

Path modeled by Fourier series:



OPC: Optimizing Connectivity between Minima

Connectivity Regularization:

⚫ The tangent of the path is 

Where 𝐴′, 𝐵′ ∈ ℝ𝐿×𝑁 , specifically,

⚫ Then, randomly sample noise from the normal distribution 

and orthogonalize it with the tangent direction, i.e.,

⚫ Next, add normalized noise scaled by radius r 

to the path and obtain the point on the surface 

of the cylinder,

⚫ Replace 𝒑𝜽(𝜆) with ෥𝒑𝜽 𝜆 in expected loss 

along the path, we can get the flattening  

connectivity regularization, i.e., 

ℓ(𝜽)=0׬
𝜆∗
ℒ1:𝑡−1 ෥𝒑𝜽 𝜆 𝑑𝜆 + ∗𝜆׬

1
ℒ𝑡 ෥𝒑𝜽 𝜆 𝑑𝜆



OPC: Optimizing Connectivity between Minima

Connectivity Optimization:

⚫ The parameters of the path 𝜽 = 𝑨𝐓, 𝑩𝐓 𝐓 must 

meet the following condition to make path keep 

pass through endpoints:

𝜽𝟏𝑵 = 𝟎𝟐𝑳

⚫ We adopt gradient projection to update parameters 

along the direction orthogonal to the normal of 

equation, i.e.,:

⚫ Then, the iterative rule for parameters of the path is as 

follows,

Normal direction:

𝟏𝑁

Gradient:

𝜵𝜽ℒ(෥𝒑𝜽 𝜆 )

Parameters update:

∆(𝜆)

Equality constraint:
𝜽𝟏𝑁 = 𝟎2𝐿

Diagram of gradient projection



OPC: Optimizing Connectivity between Minima

EOPC: Ensembling with OPC

⚫ The optimized path provides infinite low-loss

solutions on both sides of the switching point (SP),

i.e., 𝒑𝜽 𝜆∗ . To further improve performance on

learned tasks, we propose EOPC to ensemble points

within a local bent cylinder around SP.

⚫ The cylinder is constructed according to the tangent

of the path, let 𝑆 be the set of points within this

cylinder and can be formulated as follows,

⚫ We adopt ensembling in parameter space  by 

averaging points within 𝑆, i.e.,

where M is the number of total sampling points. 

Diagram of local bent cylinder

⚫ We take ഥ𝒘 as the minimum of the current task and

the initial parameters of model in the next task.



Experiments

Visualization of paths found by OPC in loss landscape of previous tasks (ℒp) and the new task (ℒn).

Compared with 𝒘4, SP 

locates in a lower-loss region 

in landscape of previous tasks.

Compared with 𝒘4, SP locates 

in the same low-loss region in 

landscape of the new task.



Experiments

+1.21 +1.81 +2.51 +0.8 +0.99 +5.13 +1.39 +2.22 +3.73

+1.02 +0.91 +0.77 +0.97 +0.29 +1.45 +0.6 +1.7 +2.13

The adaptation results of EOPC and comparison results with existing incremental learning methods on CIFAR-

100, ImageNet-100, and ImageNet-1K.
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