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Neural Pruning 
• Goals: compress large neural network to 

a target sparsity level by pruning model 

weights, with a minimal performance drop.

• How: minimize model loss, with a 

sparsity constraint.

SparsityLoss



Neural Pruning

• 𝜽𝜽∗ ∈ 𝐑𝐑𝑑𝑑: reference (pretrained) model.

• 𝒎𝒎 ∈ 0,1 𝑑𝑑 : 0-1 mask.

• 𝑑𝑑′ < 𝑑𝑑: target parameter budget.

• Sparsity: 1 − 𝒎𝒎 0/𝑑𝑑.

• , model loss.

• 𝒎𝒎𝑡𝑡: the optimal mask of sparsity 𝑡𝑡.



Limitations of Existing Methods

• Finding 𝒎𝒎1−𝑑𝑑′/𝑑𝑑
∗ directly is hard due to the sparsity and irregularity!

Method Pros Cons

Score-based cheap & fast biased due to locality

Regularization-based differentiable numerically instable

Sparse-training better performance biased & slow



Ease Neural Pruning with a Hint

• Finding 𝒎𝒎1−𝑑𝑑′/𝑑𝑑
∗ directly is hard

due to the sparsity and irregularity!

• Q: what if we know a hint?

• A: travel from a 1/𝑑𝑑 denser 
optimal mask may help!

• The denser optimal mask enable 
us to preserve optimality with a 
few alteration.



One-step Evolution of Optimal Mask

• Q: what is the dynamic of 𝑡𝑡 ↦ 𝒎𝒎𝑡𝑡? 

• Q: how 𝒎𝒎𝑡𝑡 evolves for an infinitesimal 
increase in sparsity?

1. Sparsity 𝑡𝑡 is not continuous.

2. What is the one-step evolution 𝐹𝐹 ⋅ ?



Polarized Soft Neural Pruning
• Q: how 𝒎𝒎𝑡𝑡 evolves for an infinitesimal 
increase in sparsity?

1. Sparsity 𝑡𝑡 is not continuous.

2. What is the one-step evolution 𝐹𝐹 ⋅ ?

Solution:
• Generalize mask 𝒎𝒎 and sparsity 𝑡𝑡 to be 

continuous-valued by a soft sparsity measure 
𝐺𝐺 ⋅ : 𝐑𝐑𝑑𝑑 ↦ 0,1 .

• Polarize the soft mask 𝒎𝒎 to be nearly-binary
via a polarizer 𝑃𝑃𝜀𝜀 ⋅ :𝐑𝐑𝑑𝑑 ↦ 0,1 \(𝜀𝜀, 1 − 𝜀𝜀) 𝑑𝑑.



One-step Evolution of Optimal Mask
• Q: how 𝒎𝒎𝑡𝑡 evolves for an infinitesimal 
increase in sparsity?

1. Sparsity 𝑡𝑡 is not continuous.

2. What is the one-step evolution 𝐹𝐹 ⋅ ?

Solution:
• Localize around the hint 𝒎𝒎𝑡𝑡 and solve  

𝜹𝜹𝑡𝑡 ≔ 𝒎𝒎𝑡𝑡+Δ𝑡𝑡 −𝒎𝒎𝑡𝑡.
• Solve 𝜹𝜹𝑡𝑡 from the localized problem with an 

explicit solution.

Localization trick

Localization radius



Explicit One-step Evolution of Optimal Mask



Pruning via Sparsity-indexed ODE (SpODE)
• In intuition: SpODE guides us 
towards the sparsity increase 
direction with a minimal 
performance drop.

• In theory: solving 𝒎𝒎1−𝑑𝑑′/𝑑𝑑 ⇔
evaluating the optimal mask 
dynamic 𝑡𝑡 ↦ 𝒎𝒎𝑡𝑡 at 𝑡𝑡 = 1 −
𝑑𝑑′/𝑑𝑑. 

• Now we can evaluate 
𝒎𝒎1−𝑑𝑑′/𝑑𝑑 via SpODE discretization!

Minimal 
loss 

increase

d𝑡𝑡-
sparsity 
increase



How Sparsity-indexed ODE works?

: One-step discretization of SpODE.



One-shot performance on CIFAR-10 / 100



One-shot performance on Tiny-ImageNet



Iterative Performance on ImageNet



Exhibits implicit mask regrowing

• Score-based methods are biased since they can NOT regrow.

• # regrowing (𝑡𝑡, 𝑡𝑡 + Δ𝑡𝑡) = # masks exist at 𝑡𝑡 + Δ𝑡𝑡 but absent at 𝑡𝑡.



Conclusions

• Sparsity-indexed ODE (SpODE) illuminates the evolution of optimal 
masks as the sparsity level increases continuously.

• SpODE enables effective pruning by traveling along the path of 
optimal masks.

• Pruning via SpODE achieves the state-of-the-art performance on 
various pruning settings and datasets.

• SpODE allows for implicit mask regrowing, making it more robust in 
high sparsity regimes.



Thank you!
Q & A
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