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Paradigm Comparison

Source: Learning Transferable Visual Models From Natural Language Supervision
Masked Autoencoders Are Scalable Vision Learners 

SimCLR, MoCo, PointContrast
CLIP, ALIGN, FLIP, GLIP, ULIP

BERT, MAE, MaskFeat, Point-MAE
BEiT-3, M3AE, CoCa, VLBERT, MVP, EVA

Generative 
Learning

Contrastive 
Learning



Pattern differences
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(a) Data Scaling Capacity Comparison
Pretrain Data Ratio (%)
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over-fitting

Representation over-fitting
(Contrastive)
•  contrastive models can easily find 
shortcuts with trivial representations

Data filling(Generative)
• generative models are less data-hungry 
that learn decent initialization with very 
few data



Pattern differences

Global Representation 
(Contrastive)
• Pay more attention to long-
range information

Local Representation 
(Generative)
• Pay more attention to short-range 
information
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(b) Average Attention Distance Comparison

Cross-Modal Contrastive Modeling (CMC)

Generative Masked Data Modeling (MPM)
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Unified View



Contrast with Reconstruct



Block Design



Contrast with Reconstruct

• Generative student can serve as a powerful regularization technique to alleviate over-fitting 
issue of the contrastive student.

• The data-filling issue of the generative student is alleviated due to the promising scaling 
capacity of the contrastive student.

• ReCon circumvents the discrepancies in attention patterns between generative learning and 
contrastive learning through a simple two-stream network architecture.

• Due to the equal number of global query tokens and contrastive teachers, the increase in 
FLOPs is very small compared to the single-stream network.



Attention Visualization



Downstream Tasks

State-of-the-art 
Performance on 3D 
Classification Tasks



Downstream Tasks



Additional Baselines

Due to the pattern difference issue, both simple combinations fail to yield 
satisfactory generalization performance.
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