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General Federated Learning (FL) with central server

Background

• A learning paradigm allows distributed clients to collaboratively train a shared 
model without sharing data under the coordination of the central server.

• Challenges: privacy leakages and communication burdens.

Decentralized Federated Learning (DFL)

• It discards the central server and each client only communicates with its 
neighbors in a decentralized communication network.

• But it may suffer from high inconsistency among local clients, which results in 

1. severe distribution shift 

2. inferior performance

A solution

Compared with centralized FL (CFL)



Sharper loss landscape means
poor generalization ability

Motivation

Observation:
Compare the structure of loss landscapes for FedAvg (mesh plot) v.s. Decentralized FedAvg (surface plot) 
 on partitioned Fashion-MNIST and CIFAR-10 datasets with the same setting.

Research Question: 
Can we design DFL algorithms that can mitigate the inconsistency among local models and achieve 

similar performance to its centralized counterpart?
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Problem Setting:
The finite-sum stochastic non-convex minimization problem:

Challenges in DFL: 

Problem Setting and Challenges in DFL

• Various communication topologies. A significant 
negative impact on model training (convergence rate 
and generalization ability).

• Multi-step local iterations. The corresponding 
theoretical analysis may be more difficult and the 
empirical efficacy may also suffer compared to the one-
step local iteration. 
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The Details of Methodology

Algorithm

• Local loss function is defined as:

• The k-th inner iteration in client i is performed as:

• Each client averages its parameters with the information of its neighbors 
(including itself):

• MGS at the q-th step (q ∈ {0, 1, ..., Q − 1}):
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Theoretical Analysis
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Experiments

Performance with compared baselines.

• Outperform other baselines on both accuracy and 
generalization perspectives.

• More robust than baselines in various degrees of 
heterogeneous data.



Experiments

• Measuring on the Flatness of Loss Landscape
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The smaller the largest eigenvalue, 
the flatter the loss landscape.

• Topology-aware Performance

Our algorithms can 
achieve better 
generalization and model 
consistency with various 
communication 
topologies.



Thank You!
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Overview

1. Background:

2. Our goal:

3. Our contribution:

Ø We propose two effective DFL schemes: DFedSAM and 
DFedSAM-MGS. DFedSAM reduces the inconsistency of 
local models with local flat models, and DFedSAM-MGS 
further improves the consistency via MGS acceleration and 
features a better trade-off between communication and 
generalization.

Ø We present improved convergence rates, for DFedSAM
and DFedSAM-MGS in the non-convex settings, 
respectively, which theoretically verify the effectiveness of 
our approaches.

Ø We conduct extensive experiments to demonstrate the 
efficacy of DFedSAM and DFedSAM-MGS, which can 
achieve competitive performance compared with both CFL 
and DFL baselines. 

We aim to improve the model consistency of DFL via leveraging 
Sharpness-Aware Minimization (SAM) optimizer and Multiple 
Gossip Steps (MGS).
 

Decentralized Federated Learning (DFL) discards the 
central server and each client only communicates with 
its neighbors in a decentralized communication network. 
However, existing DFL suffers from high inconsistency 
among local clients, which results in severe distribution 
shift and inferior performance compared with 
centralized FL (CFL).

SAM optimizer 


