
Learning to Boost Training 
by Periodic Nowcasting Near Future Weights 



Weight Prediction

• Can we bypass the training process and directly arrive at future weights?

General Tendency of Loss graphDescription of Optimization as Contour



Our Strategy

• 1) Learning-based regression model

• 2) Element-wise independent forecasting.

• 3) Separate forecasting for each mathematical operation, 

• 4) Periodic short-term nowcasting per every 5 epochs,

• 5) Predicting residual between the future and the current weights

• 6) Applying a forecast network trained on Image Classification Task to various tasks



Weight Nowcaster Network (WNN)

• For weight forecast, two things were considered:
1) Accurate Regression
2) Fast Process: ~5,000 parameters size of WNN



Data Collection

• Architecture: LeNet, VGG, ResNet, MobileNetV2, ShuffleNetV2, 
DenseNet

• Dataset: MNIST, CIFAR10

• Optimizer: Adam 

• Training Data: Weights of 30,000 epochs (∼1.8e+10 parameters)

• Validation: 2,200 epochs of ShuffleNetV2 and ResNet32



Experiments I

• Application to Vanilla CNN + CIFAR10

• Comparisons with
1) Various Curve Fitting Models
2) Various Acceleration Methods



Experiments II

• Application to Vanilla CNN and CIFAR10

• Comparisons with Linear Curve Fitting Model



Experiments III

• Further Tasks



Code Availability

• https://github.com/jjh6297/WNN

https://github.com/jjh6297/WNN


Thanks


