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Learning to Learn from APIs (Black-box Data-free Meta-learning):

Goal:
Learning to learn from APIs or Black-box Data-free Meta-
learning aims to enable efficient learning of new unseen tasks
by meta-learning the meta-knowledge from a collection of
black-box APIs without access to their private training data and
with only query access.
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Challenges:
• Data-free: no access to the original training data
• Black-box: with only query access to the APIs and with no prior

knowledge of the underlying model architecture and
parameters inside each API

• Privacy-preserving: no privacy leakage of original training data
• Model-agnostic: each API may correspond to arbitrary

underlying model architectures and model scale.

Model as A Service
(e.g., Cloud Vision API, ChatGPT)



Motivation
What information can we obtain from numerous public APIs of different tasks?

• Model parameters
• Model architectures
• Underlying data knowledge

DRO[1](UAI, 2022)

Explore underlying data knowledge contained in APIs in a safe (privacy-preserving) way:

Pseudo Data                              APIs
Inverse

[1] Zhenyi Wang, et al. Meta-learning without data via Wasserstein distributionally-robust model fusion. UAI 2022.
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Privacy-preserving

Challenges DRO[1] PURER[2] Ours

Data-free ✅ ✅ ✅

Black-box ❌ ❌ ✅

Privacy-preserving ✅ ❌ ✅

Model-agnostic ❌ ✅ ✅

PURER[2](CVPR, 2023)

[2] Zixuan Hu, et al. Architecture, Dataset and Model-Scale Agnostic Data-free Meta-Learning. CVPR 2023.



Methodology
Overall framework:
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Methodology

Pseudo task recovery via API inversion:

intractable
Zero-order gradient estimation

1.   Objective function 

2.   Gradient backward propogation 3.   Zero-order optimization by querying APIs
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Methodology

Bi-level meta knowledge distillation for meta-learning:
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Task-memory replay:



Methodology
Knowledge vanish issue of data-free meta-learning:
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Boundary query set recovery:



Experiments

Three real-world scenarios:

API-SS: All APIs are designed for solving tasks from the Same meta training subset with the Same architecture inside
API-SH: All APIs are designed for solving tasks from the Same meta training subset but with Heterogeneous architectures inside
API-MH: All APIs are designed for solving tasks from Multiple meta training subsets with Heterogeneous architectures inside
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Experiments
Main results:
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Results

Data privacy: Zero-order VS. First-order (black-box VS. white-box):

Learning to Learn from APIs: Black-Box Data-Free Meta-Learning 



Results

Effect of the number of APIs: Effect of the number of query times:
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