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Background: Physical AI (PAI)

Ø Research in PAI involves close interaction between:
Ø The structure of brain
Ø Body morphology
Ø Interaction with the environment
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Optimization
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Emergent Implement

Promote

The architecture of morphology-based embodied intelligence

[Miriyev et.al. PAI. Nature Machine Intelligence 2020]

A. Miriyev and M. Kovač, “Skills for physical artificial intelligence,” Nature Machine Intelligence, vol. 2, pp. 658-660, 2020.



Background: Morphology

Ø Challenges in agent morphology

ØEach robot has a different 
morphology.

ØA separate policy is trained for each 
robotics setup.

ØHard to generalize.



Prior Attempts

[Wang et.al. NerveNet. ICLR 2018] [Sanchez-Gonzalez et.al. GN. ICML 2018]

[Huang et.al. SMP. ICML 2020] [Kurin et.al. AMORPHEUS. ICLR 2021] [Hong et.al. SWAT. ICLR 2022]

2D Planar!



Motivation

Geometric Structure and Systems
[Joshi et.al. Geometric Graph Neural Networks. NeurIPS 2022]

The examples in the figure correspond to Aspirin (acetylsalicylic acid) 
molecules:(a) topology graph and (b) geometric graph.

3D Geometric Graph! Symmetry!



Our Setup: 3D-SGRL

(b) 3D Subequivariant Locomotion Environments

(a) 2D Planar Locomotion Environments



2D-Planar 3D-SGRLcheetah



2D-Planar 3D-SGRLhumanoid



2D-Planar 3D-SGRLwalker



2D-Planar 3D-SGRLhopper



Method: Subequivariant Transformer (SET)

Ø Equivariance and Subequivariance



Method: SET
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Experiments



Experiments: Multi-Task



Experiments: Zero-Shot



Experiments: v2-variants

SWAT

SET



Experiments: Orientation Generalization

SWAT

SET



Experiments: Comparison with Heading Normalization (HN)



Take-away
Ø We introduce 3D-SGRL, a set of more practical yet highly challenging 

benchmarks for morphology-agnostic RL, where the agents are permitted to 
turn and move in the 3D environments with arbitrary starting configurations 
and arbitrary target directions. 

Ø To effectively optimize the policy on such challenging benchmarks, we 
propose to enforce the policy network with geometric symmetry. We 
introduce a novel architecture dubbed SET that captures the 
rotation/translation equivariance particularly when external force fields like 
gravity exist in the environment.

Ø We verify the performance of the proposed method on the proposed 3D 
benchmarks, where it outperforms existing morphology-agnostic RL 
approaches by a significant margin in various scenarios.



Thanks!
For more information, welcome to visit our website:

https://alpc91.github.io/SGRL/


