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BEATs     : Audio Pre-Training with Acoustic Tokenizers

Unlike the previous methods that employ continuous feature reconstruction loss for audio 

pre-training, we explore audio pre-training with discrete label prediction loss for the first 

time and outperform previous state-of-the-art models by a large margin with much less 

training data and model parameters.
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Background: SSL with discrete label prediction

• Self-Supervised Learning (SSL) has achieved great success in language, vision, speech, and 
audio domains.

• SSL with discrete label prediction loss is widely adopted for language, vision, speech
modalities, and shows better performance than reconstruction loss.
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Background: SSL with discrete label prediction

• Self-Supervised Learning (SSL) has achieved great success in language, vision, speech, and 
audio domains.

• SSL with discrete label prediction loss is widely adopted for language, vision, speech
modalities, and shows better performance than reconstruction loss.

• Compared with reconstruction loss, semantic-rich discrete label prediction encourages the 
SSL model to abstract the high-level semantics and discard the redundant details.
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Background: SSL with discrete label prediction

• Self-Supervised Learning (SSL) has achieved great success in language, vision, speech, and 
audio domains.

• SSL with discrete label prediction loss is widely adopted for language, vision, speech
modalities, and shows better performance than reconstruction loss.

• The state-of-the-art audio SSL model still employ reconstruction loss for pre-training.

• Questions:

1. Would discrete label prediction be a better choice for audio pre-training?

2. How to design the acoustic tokenizer for semantic-rich discrete label generation?
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Would discrete label prediction be a better choice for audio pre-training?

1. Humans understand audio by extracting and clustering the high-level semantics instead 
of focusing on the low-level time-frequency details.

2. Better audio modeling efficiency by encouraging the model to focus on the high-level 
semantics and discard the redundant details.

3. Advances the unification of language, vision, speech, and audio pre-training, which 
enables the possibility of building a foundation model across modalities with a single pre-
training task.

“Sounds of frogs”
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How to design the semantic-rich acoustic tokenizer?

• Audio property: 

1. Continuous signals.

2. Wide variations of environmental events (human voices, nature sounds, musical beats)

3. Each environmental events might have various durations in different occasions.
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How to design the semantic-rich acoustic tokenizer?

• Audio property: 

1. Continuous signals.

2. Wide variations of environmental events (human voices, nature sounds, musical beats)

3. Each environmental events might have various durations in different occasions.

• Can we use the text tokenizer?

Text 

Tokenizer This | is | a | test | .This is a test.
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How to design the semantic-rich acoustic tokenizer?

• Audio property: 

1. Continuous signals.

2. Wide variations of environmental events (human voices, nature sounds, musical beats)

3. Each environmental events might have various durations in different occasions.

• Can we use the speech tokenizer?

Speech 

TokenizerTHIS        IS        A       TEST
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How to design the semantic-rich acoustic tokenizer?

• Audio property: 

1. Continuous signals.

2. Wide variations of environmental events (human voices, nature sounds, musical beats)

3. Each environmental events might have various durations in different occasions.

• Can we use the visual tokenizer?

Human speak Dog bark Dog bark while bird singing Wind blow while bird singing
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BEATs: an iterative audio pre-training framework

• An acoustic tokenizer and an audio SSL model are optimized by iterations.
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• An acoustic tokenizer and an audio SSL model are optimized by iterations.

• Each iteration:
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2. Optimize the audio SSL model with mask and discrete label prediction loss

Audio 

SSL Model

Acoustic 

Tokenizer

Discrete Labels

Knowledge Distillation

Unlabeled Audio



BEATs : an iterative audio pre-training framework

• An acoustic tokenizer and an audio SSL model are optimized by iterations.

• Each iteration:
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BEATs : an iterative audio pre-training framework

• An acoustic tokenizer and an audio SSL model are optimized by iterations.

• Each iteration:
1. Generate discrete labels with the acoustic tokenizer 

2. Optimize the audio SSL model with mask and discrete label prediction loss

3. Update the acoustic tokenizer with audio semantics distilled from the pre-trained or fine-tuned 
audio SSL model 

• Cold start: 
• we use random projection as the acoustic tokenizer in the first iteration.

Audio 

SSL Model

Acoustic 

Tokenizer

Discrete Labels

Knowledge Distillation

Unlabeled Audio



BEATs : an iterative audio pre-training framework
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Comparing with the SOTA Single Models

• We gray-out the models and results 
with external datasets.
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Comparing with the SOTA Ensemble Models





Comparing Different Pre-Training Targets via Visualization



Broader Impacts

• Powers all the top 5 winning systems in DCASE 2023 Sound Event Detection Challenge

Systems
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Wu et al. BEATs-based audio captioning model with instructor embedding supervision and ChatGPT mix-up

Broader Impacts

• Powers all the top 5 winning systems in DCASE 2023 Sound Event Detection Challenge

• Powers the winning system in DCASE 2023 Automated Audio Captioning Challenge.



Conclusion

• We propose BEATs, an iterative audio pre-training framework, which opens the door to 

audio pre-training with a discrete label prediction loss.

• We provide effective acoustic tokenizers to quantize continuous audio features into 

semantic-rich discrete labels.

• We achieve state-of-the-art results on several audio understanding benchmarks.

• The pre-trained/fine-tuned models and codes are released at https://aka.ms/beats.

https://aka.ms/beats
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