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Raven’s Progressive Matrix (RPM)

Task: Given eight context images. Choosing the correct one (highlighted in
red) from eight answer images to fill in the missing one (denoted by ?),
making three rows or three columns with similar patterns.
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(a) From the RAVEN dataset ! (b) From the PGM dataset




Raven’s Progressive Matrix (RPM)

Problem: Not only recognize objects within each image, but also need to
discover different relationships between objects, and then infer the right
Image for each RPM question.
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(a) From the RAVEN dataset ! (b) From the PGM dataset




Related Works — 4 representative works

The choices of these network design require
significant engineering



Related Works — Analysis of existing works

Few studies show impressive performance on all datasets and
different generalization cases

Method | WReN LEN CoPINet SRAN DCNet MLRN SCL MXNet Rel-Base MRNet

PGM-N| 62.6 681 564 713 686 98.0 889 66.7 85.5 94.5
RVN-O | [168] 729 914 5437 936 1237 916 839 91.7 96.6
RVN-F | 303 510 506 7297 56.17 2957 90.17 35.17 93.57 88.4
[-RVN | 238 414 [46.1 60.8 4727 1237 950 26.8f 91.17 83.51

Avg 334 584 61.1 648  66.4 380 914 531 90.5 90.8

Similar relationship discovery method (different impl.)

CoPINet -> DCNet (Answer contrasting)
Rel-Base -> SCL (FC over images)
MRNet -> MLRN (Multi-scale)




Proposed Method — Motivations

« Human brain can do well in inductive and transductive tasks. A lot
of studies on brain have been proposed in last decades.

« EXxploring a different method for discovering relationship that can
generalize well across datasets and tasks.




<l Proposed Method — PredRNet
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<l Proposed Method — PredRNet

Our brain constructs an internal model to approximate the operations
of the external environment. This internal model generates predictions
about what the observed sensory evidence should be, and the brain uses
prediction errors to update the belief held in the internal model.

[Friston K, Kiebel S. Predictive coding under the free-energy principle[J]. Philosophical transactions of the
Royal Society B: Biological Sciences, 2009, 364(1521): 1211-1221.]
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Proposed Method — PredRNet

Similar to the human mental process, such a prediction-and-matching process
can be iterative, and the learned rule can be gradually refined and tested.

[Spratling M W. Predictive coding as a model of cognition [J]. Cognitive processing, 2016, 17(3): 279-305.]



Experiments

Table 1: Recognition accuracy (%) on PGM Neutral (PGM-N), original RAVEN (RVN-0), RAVEN-FAIR (RVN-F), and
Impartial-RAVEN (I-RVN). For all RAVENS, accuracy is obtained by averaging across all seven configurations. T indicates
the performance was not reported in their original paper, and is obtained by running their published codes. The best and
the second best results on each dataset are highlighted by bold and underline, respectively. Our PredRNet obtains the
state-of-the-art average (Avg) performance on all the four compared datasets.

Method | WReN LEN CoPINet SRAN DCNet MLRN SCL MXNet Rel-Base MRNet STSN | PredRNet

PGM-N | 62.6 68.1 564 713 686 98.0 889 66.7 85.5 94.5  98.2 97.4
RVN-O | 16.8 729 914 543" 936 1237 91.6 839 91.7 96.6  89.77 95.8
RVN-F | 303 510 506 7297 5617 2057 90.17 351f 93.57 88.4 95.4f 97.1
I-RVN | 238 414 46.1 60.8 4727 1237 950 2687 91.17 83.5T  95.7 96.5

Avg ‘ 334 584 61.1 64.8 66.4 38.0 914 531 90.5 90.8 94.8 96.7

(a) Recognition accuracy (%) on all regimes of PGM (1 Neutral and 7 OOD subsets, (b) Recognition accuracy (%) on all configura-
Ntr: Neutral, Int: Interpolation, Ext: Extrapolation, H.O: Held-Out, P: Pairs, TP:  tions of CLEVR-Matrices (Mondal et al., 2022).
TriplePairs, LT: LineType, SC: ShapeColor). The best and the second best results  The best and the second best results are high-
are highlighted using bold and underline. Our PredRNet obtains competitive results  lighted using bold and underline. Our PredRNet

without using any extra supervision signals. obtains competitive results.
Method | Ntr Int Ext HO.P H.O.TP HO.T HOLT HO.SC|Avg Method | Logic Location Count Avg
WReN (62,6 644 172 272 419 190 144 125 324 MLRN | 474 214 236 308
MXGNet | 66.7 654 18.9 336 433 19.9  16.7 16.6 |35.1 SCL 80.9 65.8 649 705
MRNet {934 68.1 19.2 384 553 259 30.1 169 434 STSN 99.2 100.0 99.6 99.6
PrcdRth|9'?.4 70.5 19.7 634 678 234 273 13.1 |47.1 PredRNet ‘ 1000 995 99.9 199.8




Experiments
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Conclusion

Highlights

« We, Inspired from the well-known concept in the neuroscience,
proposed a prediction error based reasoning network — PredRNet

« Our PredRNet obtains remarkable performance in a variety of
datasets and tasks

Limitations

« May not fully explore the power of error computation

« Human reasoning process and our model are not strictly identical
(semi-, un- supervised vs supervised learning)
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