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DNN Hardware Accelerator
• DNN hardware accelerators are essential
• DNN hardware accelerators suffer from hardware defects
• Hardware defects lead to DNN parameter deviation and performance degradation

Goal: improve robustness of DNN hardware accelerator

Existing solution: error correcting output codes (ECOC)
Encoding the sample labels to binary error correction codes other than one-hot code to increase the inter-
class distance.

Performance of VGG-16/CIFAR10 under bit flip error

One-hot labeling

Minimum distance = 2

Label 0 1 0 0 0 0 0      0     0

Label 1 0 1 0 0 0 0      0     0

Label 2 0 0 1 0 0 0      0     0

… …

Label 6 0 0 0 0 0 0      1     0

Label 7 0 0 0 0 0 0      0     1

ECOC labeling

Minimum distance = 4

Label 0 1 1 1 1 1 1      1     1

Label 1 1 0 1 0 1 0      1     0

Label 2 1 1 0 0 1 1      0     0

… …

Label 6 1 1 0 0 0 0      1     1

Label 7 1 0 0 1 0 1      1     0
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Why does existing solution perform undesirably?

Ideal ECOC solution should satisfy: 

1. Keep high model accuracy with and without hardware defects

2. Improve model performance more prominently when adopting 

stronger ECOC codes (increased minimum Hamming distance)

1) Original DNN: using one-hot label and softmax output activation
2) ECOC with one-hot coding: using one-hot label and sigmoid output activation
3) ECOC with Hadamard-16: using Hadamard-16 label and sigmoid output activationRoot cause: ERROR CORRELATION

• Errors in DNNs are intrinsically correlated since DNN layers 

leverage shared information

• ECOC-enhanced DNNs require the independence of output 

classifiers 

High correlation Low correlation
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Overview of COLA
Goal: reduce error correlation

To achieve the goal, we propose COLA, a holistic 

framework for error decorrelation, which in turn 

consists of novel techniques:

1. Amplitude-adaptive weight 

orthogonalization: orthogonalizing feature 

errors on early layers to prevent error 

propagation and accumulation.

2. Total correlation regularization: reducing 

output error correlation rigorously.

Composition of COLA:

1) Inner feature error decorrelation: applying separation 

architecture; applying amplitude-adaptive weight 

orthogonalization

2) Output error decorrelation: training DNN with total 

correlation regularization
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Evaluation Settings

• Datasets: MNIST, CIFAR10, CIFAR100, Tiny ImageNet

• Models: LeNet-5, AlexNet, VGG-16, ResNet-34, ResNet-50

• Codebook: Hadamard code

• Error model: 1) state error in analog DNN accelerator, 2) bit flip error in digital DNN accelerator

Please refer to the paper for more details.
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Evaluation Results
• Experimental results on all the tasks show that the proposed COLA framework improves both clean 

accuracy and robust accuracy for up to 53%

Please refer to the paper for more results and discussions.



7

Evaluation Results
• Experimental results on all the tasks show that the proposed COLA framework improves both clean 

accuracy and robust accuracy for up to 53%

Please refer to the paper for more results and discussions.



8

Evaluation Results
• COLA is proposed for error decorrelation, so its applicability is not limited to the ECOC framework. It also 

enhances the performance of vanilla DNN

Please refer to the paper for more results and discussions.
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