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Motivation: 
the edge of stability phenomenon

Cohen et al. (2021)
Gradient descent on neural networks typically occurs at the edge of stability

Loss = ℒ 𝒘 𝑡

Sharpness

𝜆max ∇2ℒ 𝒘 𝑡

Stability threshold
= 2/𝜂



Explaining EoS convergence via 
gradient flow solution sharpness 

GFS(𝒘) = the end of the gradient flow trajectory starting from 𝒘

𝜙 𝒘 = the GFS sharpness of 𝒘 = 𝜆max ∇2ℒ GFS(𝒘)

= GFS 𝒑



Explaining EoS convergence via 
gradient flow solution sharpness 

ℒ 𝒘 ≈ 0 ⟹ 𝜙 𝒘 ≈ 𝜆max ∇2ℒ 𝒘

Understanding lim
𝑡→∞

𝜙 𝑤 𝑡 allow us to understand EoS convergence

GFS sharpness

Sharpness

(We show it is
monotonically 
decreasing!)



Theory for scalar networks

ℒ 𝒘 =
1

2
𝑤1𝑤2𝑤3⋯𝑤𝐷 − 1 2

Theorem (Informal): Under a weak assumption 

on the initialization 𝒘 0 then for all t≥ 0:

• The assumption hold for 𝒘 𝑡

• 𝜙 𝒘 𝑡+1 ≤ 𝜙 𝒘 𝑡

Theorem (Informal): If for some 𝑡 ≥ 0 and 𝛿 ∈ 0,0.4 , the assumption 

hold for 𝒘 𝑡 , 𝜙 𝒘 𝑡 =
2−𝛿

𝜂
and ℒ 𝒘 𝑡 = 𝒪 𝛿2 then:

• lim
𝑘→∞

𝜙 𝒘 𝑘 ≥
2 1−𝛿

𝜂

• The loss converges exponentially to 0



Experiments:
neural networks

VGG11-BNFC-hardtanh Resnet20Cifar10:



Experiments:
squared regression model

𝑓𝜽 𝒙 = 𝒖+
2 − 𝒖−

2 , 𝒙

The GFS can be efficiently calculated



Thanks!
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