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DNNs suffer from noisy labels: Memorization 

● Deep neural networks easily overfit noisy labels[1]. 
○ Large learning capacities and memorization power of DNNs. 

○ It leads to poor generalization performance.
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Motivation

[1] Liu et al., “Early-Learning Regularization Prevents Memorization of Noisy Labels”, NeurIPS 2020
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→ An important issue in the filed is therefore to adapt the training process to
improve robustness under label noise.

→ Poor generalization performance
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Existing Approaches and Our Goal

● Existing Learning with Noisy Labels (LNL) Methods[2,3,4]

1. Label correction [2,3,4] 

→ Define soft target labels in terms of their own prediction, which may become unreliable as training

progresses and memorization occurs. 

2. Sampling selection [2,3] 

→ Making an accurate distinction between mislabeled and inherently difficult examples is challenging. 

● Our Goal 
○ To propose a novel robust training scheme that addresses some of drawbacks of existing LNL 

methods.

■ Data splitting: The idea is to bypass the sample selection process by using a random splitting of the data 

into two disjoint parts, and train a separate network on each of these splits. 

■ Cross-split label correction: We propose to correct the labels by using the peer prediction. 
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Motivation

[2]  Karim et  al . ,  “UNICON: Combating Label Noise through Uniform Selection and Contrastive Learning,” CVPR 2022.
[3] Li et al., “Dividemix:  Learning with Noisy Labels as Semi -supervised Learning,” ICLR 2020.
[4]  Lu et al. “SELC:  Self -ensemble Label  Correct ion Improves Learning with Noisy Labels, ” I JCAI 2022.
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Part 1: data splitting
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Proposed Method

horse (given label, wrong)

Memorized 

dog (right)

Not Memorized
(desirable) 

Training Data, D

deer
(cat)

ship
(frog)

dog
(horse)

dog frog

horse
(cat)

bird
(dog)

frog
(truck)

truck horse

Network, N1 Network, N2

horse
(cat)

bird
(dog)

frog
(truck)

truck horse

Clean LabelsNoisy Labels

Training Data, D2

deer
(cat)

ship
(frog)

dog
(horse)

dog frog

Clean LabelsNoisy Labels

Training Data, D1

The rationale is that the model trained on 
one part of the data cannot memorize 
example-label pairs from the other. 
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▪ Soft label, 𝒔 𝑖

= Convex combination of𝒚 𝑖 and the cross-split probability (softmax) vector, ෝ𝒚peer,𝑖 = 𝑁2 𝒙𝑖 :

▪ Class-balancing coefficient normalization 
• Importance of class-wise difficulty consideration [UNICON] 

• If there is no consideration, model is biased towards selecting samples from easy classes to be 
clean, while rejecting clean samples from harder classes as noisy.

• We normalize the JSD the standard JSD, within each class, it ranges from 0 to 1.

Part 2: cross-split label correction
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Proposed Method

𝒔i = βi  ෝ𝒚𝐩𝐞𝐞𝐫,𝒊 + (1 −βi) 𝒚 𝒊

βi = γ(JSDnorm(ෝ𝒚peer,𝑖 , 𝒚 𝑖 ) − 0.5) + 0.5

Assigned LabelPeer Prediction
(Cross-split Probability)

𝒙𝑖 , 𝒚 𝑖 ∈D1

𝒙𝑖 : an input image

𝒚 𝑖 : the one-hot vector associated to its (possibly noisy) class label.

𝒔 𝑖 : the soft label

ෝ𝒚peer,𝑖 = 𝑁2 𝒙𝑖

JSDnorm : a normalized version of the Jensen-Shannon Divergence.

Class-wise statistics
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Part 3: cross-split SSL training

● A network trained on one part of the data also uses the unlabeled inputs of the other

part. 
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Proposed Method
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Results 
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Memorization behavior

8

Results



CrossSplit

Ablation study
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Thanks!

CrossSplit: Mitigating Label Noise Memorization through Data 
Splitting

Please check our paper for more details.
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