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Learn a regression function to predict the value representing the magnitude 
of a phenomenon, where the value is observed with a sensor 

• Example: Pressure, vibration, and temperature. In healthcare, pulsation, respiration, or body movements.
• Use case: We can replace intrusive sensors with non-intrusive ones, which will reduce the burden on patients.

• The observed value is not necessarily in agreement with the actual magnitude.
• Especially, low values can mean either actual low magnitude or incomplete observation. 

• This leads to a bias toward lower values in labels and the resultant learning

Application in healthcare



Explicitly model incomplete observations by asymmetric noise

• Regression from uncorrupted data • Regression from asymmetrically corrupted data 
(Our problem) 

e.g., AWGN Asymmetric negative-valued noise 

Asymmetrically corrupted data.

: Explanatory variable 

: Real-valued label

Loss function, e.g., squared loss 

Oracle



Asymmetric noise makes lower-side labeled data particularly unreliable 
while keeping upper-side labeled data reliable

does not change the expectation for our upper-side labeled data. 
Thus, our upper-side labeled data (f (x) ≤ y’) is still reliable for regression. 



Rewrite the gradient into one that only requires upper-side labeled and unlabeled 
data in our corrupted data

• Gradient for regression from uncorrupted data

• Proposed gradient for regression from asymmetrically corrupted data  Unbiased and consistent 

Upper-side labeled data
Unlabeled data

→ Upper and Unlabeled Regression (U2 Regression) 

Treated as hyperparameter



Our algorithm is unbiased as if it were learned from uncorrupted data that 
does not involve incomplete observations.
Unbiasedness and Consistency of Gradient 

Empirical approximation



Experiments 
• Demonstration of unbiased learning

• Errors (predicted value minus true value) by proposed method (blue) and by MSE (green)

• Performance (MAE, lower is better) of proposed method over different sizes of validation set. 

Proposed method achieved 
approximately unbiased learning 

Our validation set-based 
approach for estimating the 
hyperparameters is robust



Experiments 
• Comparison between proposed method and baselines in terms of MAE (smaller is better).

• Best methods are in bold

• Real use case for healthcare
• We estimate intrusive arm sensor output from outputs of non-intrusive bed sensors
• We use evaluation metrics designed for sleep-wake discrimination

Proposed methods significantly 
outperformed the baselines.

Arm sensor can be replaced 
with bed sensors



• We formulate a novel problem of learning a regression 
function for a sensor magnitude with asymmetrically 
corrupted data. This is vital for applications where the 
sensor is susceptible to unidentifiable incomplete 
observations. 

• We derive an unbiased and consistent learning 
algorithm (U2 regression) for this problem with the new 
class of loss functions. 

• Extensive experiments on synthetic and six real-world 
regression tasks including a real use case for 
healthcare demonstrate the effectiveness of the 
proposed method. 

Thank you!


