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via Rotated Balanced Representation



• Motivation: 

Do We Really Need a Learnable Classifier at the End of Deep Neural Network?

• Proposed Method: 

Representation-Balanced Learning

• Experiment: 

Generalization Analysis

Performance Comparison

Topic0



𝑙𝑜𝑔𝑖𝑡 = 𝑀𝑓(𝑥;𝑤)

The parameter of deep model 𝑓(⋅; 𝑤)
A data point: 𝑥

Logit The linear classifier
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Background1
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Three manifestations in the classifier and last-layer feature:

NC1 Variability Collapse All samples belonging to the same 
class converge to the class mean

NC2 Convergence to Self Duality The samples and classifier 
belonging to the same class converge to the same

NC3 Convergence to Simplex ETF The classifier weight 
converges to the vertices of Simplex Equiangular Tight 
Frame (ETF).



Background1
Neural  Col lapse

Definition. Simplex Equiangular Tight Frame

A Simplex ETF is a collection of points in ℝ𝐶:

𝑀⋆ = 𝛼𝑅
𝐶

𝐶 − 1
𝐼 −

1

𝐶
𝕀𝕀𝑇

where 𝛼 is a scale factor and 𝑅 is the orthogonal matrix in ℝ𝐶×𝑑(d ≥ 𝐶).

Three manifestations in the classifier and last-layer feature:

NC1 Variability Collapse All samples belonging to the same 
class converge to the class mean:

NC2 Convergence to Self Duality The samples and classifier 
belonging to the same class converge to the same: 

NC3 Convergence to Simplex ETF The classifier weight 
converges to the vertices of Simplex Equiangular Tight Frame 
(ETF).



Motivation2
Do We Real ly Need a Learnable Classif ier?

Do we really need to learn a linear classifier at the end of deep model? [1]

Different Direction

Same Performance?

Representation Learning

Test Metric

[1] Yang Y, Xie L, Chen S, et al. Do we really need a learnable classifier at the end of deep neural network?[J]. arXiv preprint arXiv:2203.09081, 2022.



Motivation2
Do We Real ly Need a Learnable Classif ier?



Motivation2
Do We Real ly Need a Learnable Classif ier?

A large gap



Motivation2
Do We Real ly Need a Learnable Classif ier?

A large gap

Different directions of ETF lead to different generalization!



A learnable orthogonal matrix is introduced to learn directions of  feature

𝑙𝑜𝑔𝑖𝑡 = 𝑀𝑓(𝑥;𝑤)

𝑙𝑜𝑔𝑖𝑡 = 𝑀𝑅𝑓(𝑥; 𝑤)

𝑅: A learnable orthogonal matrix registering 
the directions of features and classifiers

Proposed Method3
Learning Objective



• Lie Algebra: 𝔰𝔬 𝑑 = {𝐴 ∈ ℝ𝑑×𝑑|𝐴 + 𝐴𝑇 = 0}

• Lie Group: 𝑆𝑂 𝑑 = {𝐴 ∈ ℝ𝑑×𝑑|𝐴𝑇𝐴 = 𝐼}

Step1 Optimization over 𝑆𝑂 𝑑 → Optimization over 𝔰𝔬 𝑑 :

the exponential of matrices gives a parametrization of SO 𝑑

exp 𝐴 = 𝐼 + 𝐴 +
𝐴2

2
+⋯

min
𝐴∈𝑆𝑂(𝑑)

𝑙𝑜𝑠𝑠(𝐴)

min
𝐵∈𝔰𝔬 𝑑

𝑙𝑜𝑠𝑠(exp(𝐵))

𝐴 = exp(B)

min
C∈ℝ𝑑×𝑑

𝑙𝑜𝑠𝑠(exp(𝐶 − 𝐶𝑇))

B = 𝐶 − 𝐶𝑇
Step2 Optimization over 𝔰𝔬 𝑑 → Optimization over ℝ

𝑑(𝑑−1)

2 :

for 𝔰𝔬 𝑑 , the isomorphism is given by following mapping

ℝ
𝑑(𝑑−1)

2 → ,𝐴 ↦ 𝐴 − 𝐴𝑇

Proposed Method3
Learning Objective

Optimization of Rotation Matrix



Proposed Method3
Post-Hoc Logit Adjustment

When testing, a set of margins is subtracted:

arg max
𝑖∈[1,…,𝐶]

𝑀⋆𝑅𝑓 𝑥;𝑤 − log(𝑁𝑖/𝑁) 𝑖

[1] Ren, J., Yu, C., Ma, X., Zhao, H., Yi, S., et al. Balanced meta-softmax for long-tailed visual recognition. Advances in neural information processing systems, 33: 4175–4186, 2020. 
[2] Menon, A. K., Jayasumana, S., Rawat, A. S., Jain, H., Veit, A., and Kumar, S. Long-tail learning via logit adjustment. arXiv preprint arXiv:2007.07314, 2020.
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Thanks for your attention!


