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Collaborative Learning
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𝑄 ! : local loss of node 𝑖 (non-convex)

Ø 𝑛 nodes, each with a local dataset.

Ø Communicate through asynchronous channels.

Ø Goal: Collaboratively solving a common ML task 
without sharing the data:
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D-SGD
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Node 𝑖 at learning iteration 𝑡:
Ø Local phase:

Ø take a local step using stochastic gradient 𝑔#
(!):

𝜃#& ⁄( )
(!) ←𝜃#

(!) − 𝛾𝑔#
(!)

Ø Coordination phase:
Ø Broadcast 𝜃#& ⁄( )

(!)

Ø Compute the average of received models:

𝜃#&(
(!) ← AVG

*∈,(")
(𝜃#& ⁄( )

(*) )

Convergence rate: 𝒪 8!

9:!

Linear speed-up: improves with the nubmer of nodes



Byzantine Threat Model
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• Up to 𝑓 nodes are faulty and send arbitrary 
vectors to others.



Byzantine Threat Model
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• Up to 𝑓 nodes are faulty and send arbitrary 
vectors to others.

Can we converge in the presence of faulty nodes? 
Ø Yes (El-Mhamdi et al. NeurIPS 2021).

How fast? 
Ø Previous works: Orders of magnitude slower 

than D-SGD.



Our Result
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Convergence (to an optimum ball) with rate

𝒪
𝜎; (1 + 𝑓)

𝑛𝜖;
.

ØLinear overhead in the number of faults.
ØRecovers D-SGD for 𝑓 = 0.
ØConjectured to be tight.

(α, λ)-reduction: a new mixing criterion to analyze the non-linear mixing of 
non-faulty nodes instead of the spectral gap.



Our Algorithm: MoNNA
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Correct node 𝑖 at learning iteration 𝑡:

ØLocal phase:
Ø Polyak’s (Mo)mentum for the local update:

𝑚!
(#) ← 𝛽𝑚!%&

(#) + 1 − 𝛽 𝑔!
(#)

𝜃!' ⁄& )
(#) ←𝜃!

(#) − 𝛾𝑚!
(#)

ØCoordination phase:
Ø Broadcast 𝜃!' ⁄& )

(#)

Ø Nearest Neighbor Averaging (NNA):

𝜃!'&
(#) ←NNA
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(𝜃!' ⁄& )
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NNA at node 𝑖: 
1. Filter out 𝑓 vectors that are furthest 

from 𝜃#& ⁄( )
(!) .

2. Average the remaining vectors.

𝜃!" ⁄$ %
(')

𝑓 = 1



Experiments: MoNNA vs. Previous Works

8



9

Thank you!


