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Multi-Agent Reinforcement Learning in Dec-POMDPs

Most state-of-the-art MARL approaches assume deterministic observability and focus on
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However, the true optimal value function 𝑄∗	in Dec-POMDPs is actually defined by
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Popular benchmarks do not exhibit stochastic partial observability unlike general Dec-POMDPs

https://ai.googleblog.com/2019/06/introducing-google-research-football.htmlhttps://github.com/oxwhirl/smac



Multi-Agent Recurrence

multi-agent recurrence



AERIAL: Attention-based Embeddings of Recurrence In multi-Agent Learning

Value factorization approach considering …
• memory representations of agents
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AERIAL: Attention-based Embeddings of Recurrence In multi-Agent Learning

Value factorization approach considering …
• memory representations of agents
• statistical dependence of these representations

𝑟𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒 = 𝑀𝐿𝑃(𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑎𝑙𝑙2𝑎𝑙𝑙

𝑊! ℎ",$
	
…	

𝑊! ℎ",%

)

𝑎𝑙𝑙2𝑎𝑙𝑙 =
1
𝑑&""

𝑊'(ℎ",$)
	
…	

𝑊'(ℎ",%)

⋅ [𝑊( ℎ",$ 	…𝑊( ℎ",% ]



MessySMAC

Modified variant of SMAC with …
• observation stochasticity
• initialization stochasticity

Code


