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• Contrastive Learning, used in many tasks for aligning embeddings in unimodal and 
multimodal tasks
• Sentence Embeddings1 

• Code-Language Models2 

• Language-Image Models3

• All using same NT-Xent objective (scaled normalized cross entropy) to:

• Maximize inner product of similar data 

• Minimize inner product of other data

(I) CONTRASTIVE LEARNING 

In this work, improve SOTA 
on both these models.

1(SimCSE: Gao 2021, DCPCSE: Jiang 2022)  2(UniXcoder: Guo, 2022) 3(CLIP: Radford 2021, CoCa: Yu 2022)



(I) CONTRASTIVE LEARNING

*Image from CodeBERT (Feng, 2020)

Supervised contrastive learning, pair of 
datasets 𝑋, 𝑌 of size 𝑁. 

• 𝑋! ≈ 𝑌!
• 𝑋! ≠ 	𝑌" , ∀𝑖 ≠ 𝑗 

Example datasets include:

• pairs of similar sentences

• images and text captions

• code and their comments



(I) CONTRASTIVE LEARNING
• Batch 𝐵, of 𝒌 samples, drawn without replacement, from both 𝑋, 𝑌.

• Maximize 𝑓 𝑋! " 𝑓(𝑌!) and minimize 𝑓 𝑋! "𝑓(𝑌#) ∀𝑗 ≠ 𝑖 for 𝑗 ∈ 𝐵!. 

• Use scaled cross entropy loss (only comparing in-batch inner products):



(II) GAP BETWEEN GLOBAL AND OBSERVED LOSSES 

Goal: Minimize the 
gap between total 

and observed loss by 
permuting over 

rows of 𝑋, 𝑌.

• Can only observe 𝑁𝑘 out of  𝑁$ inner products during each training epoch. Which Nk 
to use? 



(II) GAP BETWEEN GLOBAL AND OBSERVED LOSSES 

• Training (observed) loss is poor approximation for global loss if large inner product 
values of, 𝑥!"𝑦#, not drawn in batches.

• Increasing value of inner products in batches reduces 𝐿%&'()& − 𝐿*+)!,. Observed in 
prior works on hard negative mining.1

1(Zhang et al., 2018; Xiong et al., 2021)



(III) BOUNDS ON THE GAP BETWEEN LOSSES

• By using Log-Sum-Exp bounds gap can be minimized as either a Quadratic Assignment 
Problem or Quadratic Bottleneck Assignment Problem.1 (Both NP-Hard)

1(Koopmans and Beckman, 1957)



(IV) EFFICIENT APPROXIMATION TO THE QBAP (GCBS)

• First, sparsify 𝑋𝑌! on large quantile (i.e. keep largest 𝑁𝑘 inner products). 

• Relax QBAP to Matrix Bandwidth Minimization, Cuthill-Mckee heuristic returns 
permutation 𝜋 ∈ Π" 

• time complexity: O Nm	log m ≤ 𝑂 𝑁# log 𝑁 , 𝑚 is max degree

• space complexity: O(Nk) 
• implementation: 15 lines of PyTorch

• Reorder data as 𝜋𝑋 and 𝜋𝑌, use a SequentialSampler to get batches during training.



(V) EXPERIMENTATION: CODESEARCH
• Using GCBS, we achieve state of the art results on joint Code-Language Embeddings as 

evaluated on code search task sets (CosQA, AdvTest, CSN) improving SOTA MRR (x100) 
by ~2.2. 



(V) EXPERIMENTATION: SENTENCE EMBEDDING
• Using GCBS, we 

achieve state of the 
art results on 
Sentence 
Embeddings as 
evaluated on STS. 

• Performance gain in 
Spearman 
Correlation for 
SimCSE and DCPCSE 
Roberta-Large is 
+1.03% and +0.37% 
respectively.



(VI) DISCUSSION 
• Empirically, GCBS reduces the gap between 

the global and expected observed loss 
during training by 40% for the Code Search 
Net (Ruby) dataset with the UniXcoder 
model.

• At the 10th epoch, the per sample observed 
loss with GCBS is 15x larger than that of 
Random Sampling.

• At the 10th epoch, the global loss per sample 
is 30% less when using GCBS than that of 
Random Sampling.



(VI) DISCUSSION
• GCBS takes ~8.5 minutes to run across 275K contrastive pairs and is more efficient 

than current global approaches for batch assignment (hard negative mining).



(VII) IMPLEMENTATION IN PYTORCH
• The Global Contrastive Batch Sampling method pseudocode in PyTorch is shown below. 

Full code is available at https://github.com/vinayak1/GCBS


