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Backgrounds

• Multi-agent reinforcement learning (MARL) has demonstrated many empirical 
successes, e.g. strategic games (Go, StarCraft Ⅱ…)

• Policy optimization methods are widely used in MARL (AlphaGo, LOLA…)



1. non-stationarity: each action taken by one agent affects the total 
reward and the transition of state. 

2. scalability: taking other agents into consideration, each individual 
agent would face the joint action space, whose dimension increases 
exponentially with the number of agents

3. function approximation: closely related to the scalability issue, the 
state space and joint action space are often immense in MARL

Main challenges in MARL (Zhang 2021)



Motivation

Despite the empirical successes, theoretical studies of policy optimization in MARL 
are very limited. Even for the cooperative setting where the agents share a common 
goal: maximizing the total reward function

In this paper, we aim to answer the following fundamental question:

Can we design a provably convergent multi-agent policy optimization algorithm in 
the cooperative setting with function approximation?



Contributions

1.We answer the above question affirmatively. 
2.We propose a multi-agent PPO algorithm in which the local policy of each 

agent is updated sequentially in a similar fashion as vanilla PPO algorithm 
(Schulman et al., 2017). 

3.We adopt the log-linear function approximation for the policies. We prove 

that multi-agent PPO converges at a sublinear 𝑂𝑂 𝑁𝑁
1−𝛾𝛾

log 𝐴𝐴
𝐾𝐾

rate up to 

some statistical errors incurred in evaluating/improving policies.
4.Moreover, we propose an off-policy variant of the multi-agent PPO 

algorithm and introduce pessimism into policy evaluation. 



Problem Setup

• Fully-cooperative Markov Games
 a tuple 𝑀𝑀 = 𝑁𝑁,𝒮𝒮,𝒜𝒜,𝒫𝒫, r, 𝛾𝛾 : A party of participants 𝑁𝑁, a set of states 𝒮𝒮, a set of actions 𝒜𝒜, a 

transition probability 𝒫𝒫:𝒮𝒮 × 𝒜𝒜 × 𝒜𝒜 → Δ(𝒮𝒮), a reward function r:𝒮𝒮 × 𝒜𝒜 × 𝒜𝒜 → [0, 1], a 
discounted factor 𝛾𝛾 ∈ [0, 1).

define policies as probability distributions over action space: 𝜋𝜋 ∈ 𝒮𝒮 → Δ 𝒜𝒜 .

• Value function

𝑉𝑉𝜋𝜋 𝑠𝑠 = 𝐸𝐸𝑎𝑎∼𝜋𝜋 �
𝑡𝑡=0

∞

𝛾𝛾𝑡𝑡 𝑟𝑟 𝑠𝑠𝑡𝑡,𝑎𝑎𝑡𝑡 , 𝑏𝑏𝑡𝑡 | 𝑠𝑠0 = 𝑠𝑠



Multi-agent Notations

• We write index 𝑘𝑘 on superscript when we refer to the specific 𝑘𝑘-th agent. When 
bold symbols are used without any superscript (e.g., 𝒂𝒂), they consider all agents. 
For simplicity, let (𝑚𝑚:𝑚𝑚𝑚) be shorthand for set: 𝑖𝑖 𝑚𝑚 ≤ 𝑖𝑖 ≤ 𝑚𝑚′, 𝑖𝑖 ∈ 𝑁𝑁 .

• Definition 3.1. Let 𝑃𝑃 be a subset in 𝑁𝑁 . The multi-agent action value function 
associated with agents in 𝑃𝑃 is

𝑄𝑄𝜋𝜋𝑃𝑃 𝑠𝑠,𝒂𝒂𝑃𝑃 = 𝐸𝐸�𝒂𝒂∼�𝝅𝝅[𝑄𝑄𝜋𝜋 𝑠𝑠,𝒂𝒂𝑃𝑃, �𝒂𝒂 ]
here we use a tilde over symbols to refer to the complement agents, namely �𝑎𝑎 =
𝑎𝑎𝑖𝑖 𝑖𝑖 ∉ 𝑃𝑃, 𝑖𝑖 ∈ 𝑁𝑁}.



Multi-agent PPO for online setting



Multi-agent PPO for online setting



Algorithm



Theoretical results

• Theorem 1 (informal): For this setting, after K iterations, we have 
𝐽𝐽 𝜋𝜋∗ − 𝐽𝐽(�𝜋𝜋) upper bounded by



Pessimistic MA-PPO with Linear Function 
Approximation

• We perform pessimistic policy evaluation via regularization to reduce 
such overestimation aligning with experimental works.

• Theorem 1 (informal): For this setting, after K iterations, we have 
𝐽𝐽 𝜋𝜋∗ − 𝐽𝐽(�𝜋𝜋) upper bounded by
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