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Motivation

Challenges of modeling tabular data

1) Tabular data consists of mixed data types.

2) Pre/post-processing methods impact the performance of tabular data synthesis.

Motivation Proposed Method Experiments
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Proposed Method

Co-evolving Conditional Diffusion Models

1) Forward Diffusion

• The pair (𝐱0
𝐶 , 𝐱0

𝐷) are simultaneously perturbed 
in each space conditioned on each other.

2) Reverse Diffusion

• 𝑝 𝐱𝑇
𝐶 = 𝒩(𝐱𝑇

𝐶 ; 𝟎, 𝐈),  𝑝 𝐱𝑇
𝐷𝑖 = 𝒞(𝐱𝑇

𝐷𝑖; 1/𝐾𝑖)

• The noises are converted into fake samples 
while being conditioned on the denoised 
samples at the previous time step.

Motivation Proposed Method Experiments
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Proposed Method

Motivation Proposed Method Experiments

Contrastive Learning

1) Triplet loss

• Anchor: a real sample 𝐱0
𝐶

• Positive sample: a generated sample ො𝐱0
𝐶+

conditioned on 𝐱0
𝐷

• Negative sample: a generated sample 

ො𝐱0
𝐶− with negative condition 𝐱𝟎

𝑫−.
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Proposed Method

Motivation Proposed Method Experiments

Contrastive Learning

2) How to define negative conditions

• The negative samples are generated by 
corrupting the inter-correlation between 

the continuous and discrete variable sets.
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Experiments

Experimental Results

1. Sampling quality

• Compared to other models, CoDi can sample in reliable runtime with high quality and diversity.

3. Time2. Diversity

Motivation Proposed Method Experiments
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Experiments

Contrastive Learning

• Ablation study on the efficacy of contrastive learning.

Motivation Proposed Method Experiments
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https://github.com/ChaejeongLee/CoDi
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