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Homomorphic Encryption - PPML

Encoding Process

● Message vector
● Notated as: 

(Z0,…,ZN/2-1)

● Packed in polynomial
● Notated as: p(x)

● Encrypt to Ciphertext c(x)
● c(x)=(c0(x),c1(x)) = v*(b,a) 

+(m+e0, e1)

● Decrypt to plaintext m(x)
● m(x)=c0(x)+c1(x)*s

Encrypt Process

Where v, e0, e1 are random polynomials 

CKKS scheme (for real number )
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Our Observations - Bottlenecks

Main problem = Less Rotation !!!

e.g. Rotation 
for 4 slots

Rotation and CMult contain Key-Switching (KS) operation 
which lead to a high latency than others [1].

One 64-channel Convolutional Layer Profiling Result 
[1] Jiang, Xiaoqian, et al. "Secure outsourced matrix computation and application to neural networks." Proceedings of the 2018 ACM 
SIGSAC conference on computer and communications security. 2018. 

Supported HE operations in CKKS:

Rot(c(x),k)= (1,2,3,...,n) -> (k,k+1,...n,1,2,...,k-1)

CMult(c(x), c’(x))=c(x) * c’(x)
PMult(c(x), p(x))= c(x) * p(x)
Add(c(x), c(x))= c(x) + c’(x)

Fig. 1

Fig. 2
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CNN Computation Pattern in HE

# of Outer-rotations = F-1
(F=# of channels on ciphertext)

Outer-rotation generated 
copies

Plaintext Convolution

Encode to 
Plaintext

Encrypt and 
Rotate

General HE-Convolution with 3x3 kernel 
（One Channel Example）

# of Inner-rotations = K^2-1
(K=Kernel Size)
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HE-Group Convolution

Less Ciphertext 
Copies Needed
(Independent Channels)

Outer-rotation

Reduce the copies and HE-
operations by 1/G! 

Current # of Outer-rotations = 𝐹/𝐺 − 𝟏

How to skip Intensive HE operations, e.g. Rotation?

Rethink the CNN computation 
pattern in HE domain
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Sub-Block Pruning
HE-Block Configuration 

(kernel weights in same location) 
HE-Block Configuration 

(weights in diagonal wise) 

Overview of combined optimization 
flow
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Experiment Results

still Effective for 
with bootstrapping
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Conclusion and Future Work

1.To conclude our work, we first combine the HE encoding format and the group 
convolution to reduce inference latency.

2. We rethink the sparsity problem in HE domain and structurally prunes weights by one 
sub-block for one high-latency inner-rotation operation

3. Future work could be extended to other applications and combines with other 
optimization methods like quantization to achieve a further reduction of latency. 

Thanks!

Welcome to my poster for more discussions.
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