
Adapting to game trees in zero-sum imperfect information games

Two-player Zero-sum IIG with Perfect Recall

𝒮: State space of size 𝑆, Horizon 𝐻

𝒳: Max-player’s information set space of size 𝑋

𝒜: Max-player’s action space of size 𝐴

𝒴: Min-player’s information set space of size 𝑌

ℬ: Min-player’s action space of size 𝐵

𝑟ℎ , 𝑝ℎ : Reward/loss function and state-transition dynamics
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State (non-observable)

Fig 1. An IIG with 𝐻 = 2, 𝒜 = {𝑎1, 𝑎2}, and ℬ = {𝑏1, 𝑏2}. Only max-

player’s information sets are shown.
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The Problem

Find an approximation through self-play of an optimal strategy 

for a zero-sum imperfect information game only using trajectory 

feedback.

.
Our Contributions

• Propose two computationally efficient algorithms, by 

combining implicit exploration and follow the regularized 

leader.

• If applied by both players, the first has an optimal high-

probability sample complexity of order Τ𝐻 (𝐴𝑋 + 𝐵𝑌) 𝜀2 

requiring the knowledge of the structure.

• The second has a sample complexity of order 

Τ𝐻2(𝐴𝑋 + 𝐵𝑌) 𝜀2 without this knowledge, using an adaptive 

regularization.

For a profile (𝜇, 𝜈), the expected return (of the max-player) is defined by

𝑉𝜇,𝜈 = 𝔼𝜇,𝜈 ∑ℎ=1
𝐻 𝑟ℎ(𝑠ℎ, 𝑎ℎ, 𝑏ℎ) .

When a profile (𝜇, 𝜈) satisfies the following, it is said to be an 𝜀-NE:

𝑚𝑎𝑥𝜇′𝑉𝜇′,𝜈 − 𝑚𝑖𝑛𝜈𝑉𝜇,𝜈′
≤ 𝜀 .

For a sequence of profiles (𝜇𝑡, 𝜈𝑡), the regret of the max-player is

ℜ𝑚𝑎𝑥
𝑇 = maxμ ∑𝑡=1

𝑇 𝑉𝜇,𝜈𝑡
− 𝑉𝜇𝑡,𝜈𝑡

.

The time-averaged profile ҧ𝜇, ത𝜈  is an 𝜀-NE with:

𝜀=
ℜ𝑚𝑎𝑥

𝑇 +ℜ𝑚𝑖𝑛
𝑇

𝑇
 .

Regret, Average Profile, and Nash Equilibrium

Transition 𝑝ℎ

Performances of various algorithms with respect to the number of 
episodes. The vertical axis corresponds to the smallest 𝜀 such that the 
output is an 𝜀-NE.

Sample complexity for various algorithms. Structure-free means that the 
algorithm does not need to know  the structure of the information set 
spaces in advance. 
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