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## Context

On a data space $\mathcal{Z}=\mathcal{X} \times \mathcal{Y}$ endowed with a probability distribution $\mu_{z}$, we want to minimize the population risk

$$
\min _{w \in \mathbb{R}^{d}}\left\{\mathcal{R}(w):=\underset{z \sim \mu_{z}}{\mathbb{E}}[\ell(w, z)]:=\underset{(x, y) \sim \mu_{z}}{\mathbb{E}}\left[\mathcal{L}\left(h_{w}(x), y\right)\right]\right\},
$$

where:

- h.(.) : $\mathbb{R}^{d} \times \mathcal{X} \longrightarrow \mathcal{Y}$ is a parametric model,
- $\mathcal{L}: \mathcal{Y} \times \mathcal{Y} \longrightarrow \mathbb{R}$ is a loss function.

We do so by considering the empirical risk over a dataset $S=\left(z_{1}, \ldots, z_{n}\right) \sim \mu_{z}^{\otimes n}$

$$
\hat{\mathcal{R}}_{S}(w):=\frac{1}{n} \sum_{i=1}^{n} \ell\left(w, z_{i}\right) .
$$

Our goal is to bound the worst-case generalization error over a (potentially random) hypothesis set $\mathcal{W}_{S, U} \subset \mathbb{R}^{d}$ :

$$
\begin{equation*}
\mathcal{G}(S):=\sup _{w \in \mathcal{W}_{S, U}}\left(\mathcal{R}(w)-\hat{\mathcal{R}}_{S}(w)\right) \tag{1}
\end{equation*}
$$

## Overview of past results (informal)

Classical theory predicts a generalization in $\sqrt{d / n}$, which has been experimentally challenged by modern neural networks.

Recent results: Under the assumption that the loss is L-Lipschitz and uniformly bounded (by $B$ ), we have with probability $1-\zeta$ that [\$SDE21, CDE ${ }^{+}$21, BLGS21, HȘKM22]:

$$
\begin{equation*}
\sup _{w \in \mathcal{W}_{S, U}}\left|\hat{\mathcal{R}}_{S}(w)-\mathcal{R}(w)\right| \lesssim B L \sqrt{\frac{\operatorname{dim}_{B} \mathcal{W}_{S, U}+I_{\infty}+\log (1 / \zeta)}{n}} \tag{2}
\end{equation*}
$$

- L: Lipschitz constant of the loss $\ell$ wrt the parameters.
- $\operatorname{dim}_{B} \mathcal{W}_{S, U}$ : Upper-box counting dimension, which is a notion of fractal dimension of the trajectory
- $I_{\infty}$ : Total mutual information term, measuring the statistical dependence between the data and the hypothesis set.


## Goal of this paper

Prove generalization bounds:

- Without Lipschitz assumption.
- Introducing a notion of upper box-counting dimension based on a data-dependent pseudo-metric instead of the Euclidean distance
- Prove that we can numerically evaluate it.

$$
\sup _{w \in \mathcal{W}_{S, U}}\left|\hat{\mathcal{R}}_{s}(w)-\mathcal{R}(w)\right| \lesssim B K \sqrt{\frac{\overline{\operatorname{dim}}_{B} H V_{S, U}+I_{\infty}+\log (1 / \zeta)}{n}}
$$

## Goal of this paper

Prove generalization bounds:

- Without Lipschitz assumption.
- Introducing a notion of upper box-counting dimension based on a data-dependent pseudo-metric instead of the Euclidean distance
- Prove that we can numerically evaluate it.

$$
\sup _{w \in \mathcal{W}_{s, u}}\left|\hat{\mathcal{R}}_{s}(w)-\mathcal{R}(w)\right| \lesssim B K \sqrt{\frac{\overline{\operatorname{dim}}_{B} H v_{s, U}+I_{\infty}+\log (1 / \zeta)}{n}}
$$

Inspired by classical covering arguments on Rademacher complexity, we use the following random pseudo-metric on $\mathbb{R}^{d}$ :

$$
\begin{equation*}
\rho_{S}\left(w, w^{\prime}\right)=\frac{1}{n} \sum_{i=1}^{n}\left|\ell\left(w, z_{i}\right)-\ell\left(w^{\prime}, z_{i}\right)\right| \tag{3}
\end{equation*}
$$

and the corresponding upper box-counting dimension $\overline{\operatorname{dim}}_{B}^{\rho_{S}}\left(\mathcal{W}_{S, U}\right)$.

## Warm-up: Result for fixed hypothesis space

Assumptions: The loss is bounded by $B>0$ and the learning algorithm is 'measurable' (see paper for details). Let $\mathcal{W} \subseteq \mathbb{R}^{d}$ be a fixed closed set and $S \sim \mu_{z}^{\otimes n}$, we define:

- $\mathcal{G}(S):=\sup _{w \in \mathcal{W}}\left(\mathcal{R}(w)-\hat{\mathcal{R}}_{S}(w)\right)$,
- $d(S):=\overline{\operatorname{dim}}_{B}^{\rho S}(\mathcal{W})$.


## Theorem 1

For all $\epsilon, \gamma, \eta>0$ we can find $\delta_{n, \gamma, \epsilon}>0$ such that with probability at least $1-2 \eta-\gamma$, for all $\delta<\delta_{n, \gamma, \epsilon}$ we have:

$$
\mathcal{G}(S) \leq 2 \delta+2 B \sqrt{\frac{4(\epsilon+d(S)) \log (1 / \delta)+9 \log (1 / \eta)}{n}}
$$

## Random hypothesis space

Let us define:

- $\mathcal{G}(S, U):=\sup _{w \in \mathcal{W}_{S, U}}\left(\mathcal{R}(w)-\hat{\mathcal{R}}_{S}(w)\right)$
- $I_{n, \delta}:=\max _{0 \leq j \leq\lfloor\sqrt{n}\rfloor} I_{\infty}\left(S, N_{\delta, j}\right) N_{\delta, j}$ is a covering of $R_{S}^{j}$, which is a set where the empirical risk does not vary much.
- $d(S, U):=\overline{\operatorname{dim}}_{B}^{\rho_{S}}\left(\mathcal{W}_{S, U}\right)$


## Theorem 2

For all $\epsilon, \gamma, \eta>0$ we can find $\delta_{n, \gamma, \epsilon}>0$ such that with probability at least $1-\eta-\gamma$ under $\mu_{z}^{\otimes n} \otimes \mu_{u}$, for all $\delta<\delta_{n, \gamma, \epsilon}$ we have:

$$
\mathcal{G}(S, U) \leq \delta+\frac{B}{\sqrt{n}-1}+\sqrt{2} B \sqrt{\frac{(\epsilon+d(S, U)) \log (2 / \delta)+\log (\sqrt{n} / \eta)+I_{n, \delta}}{n}}
$$

## Comparison with previous results

- No Lipschitz assumption:
- Data-dependent intrinsic dimension:

Old: $\sup _{w \in \mathcal{W}_{S, U}}\left|\hat{\mathcal{R}}_{S}(w)-\mathcal{R}(w)\right| \lesssim B K \sqrt{\frac{\overline{\operatorname{dim}}_{B}\left(\mathcal{W}_{s, U}\right)+I_{\infty}+\log (1 / \zeta)}{n}}$
New: $\sup _{w \in \mathcal{W}_{s, u}}\left|\hat{\mathcal{R}}_{S}(w)-\mathcal{R}(w)\right| \lesssim B \sqrt{\frac{\overline{\operatorname{dim}}_{B}^{\rho_{S}}\left(\mathcal{W}_{S, U}\right)+I_{n, \delta}+\log (1 / \zeta)}{n}}$

## Comparison with previous results

- No Lipschitz assumption:
- Data-dependent intrinsic dimension:

Old: $\sup _{w \in \mathcal{W}_{S, U}}\left|\hat{\mathcal{R}}_{S}(w)-\mathcal{R}(w)\right| \lesssim B K \sqrt{\frac{\operatorname{dim}_{B}\left(\mathcal{W}_{S, U}\right)}{}+I_{\infty}+\log (1 / \zeta)} \frac{n}{n}$
New: $\sup _{w \in \mathcal{W}_{s, u}}\left|\hat{\mathcal{R}}_{S}(w)-\mathcal{R}(w)\right| \lesssim B \sqrt{\frac{\operatorname{dim}_{B}^{\rho_{S}}\left(\mathcal{W}_{S, U}\right)+I_{n, \delta}+\log (1 / \zeta)}{n}}$

Main drawback:

- More complex mutual information term than in [HSKM22, SSDE21].
$\Rightarrow$ Geometric stability.


## Geometric stability to avoid complex mutual information

## Theorem 3

We define $d(S, U)$ and $\mathcal{G}(S, U)$ as in theorem 2 and further define $I:=I_{\infty}\left(S, \mathcal{W}_{S, U}\right)$. We assume local coverings stability with parameters $(\alpha, \beta)$, then we have: Then there exists a constant $n_{\alpha}>0$ such that for all $n \geq n_{\alpha}$, with probability $1-\gamma-\eta$, for all $\delta$ smaller than some $\delta_{\gamma, \epsilon, n}>0$ we have:

$$
\mathcal{G}(S, U) \leq \delta+\frac{3 B+2 \beta}{n^{\alpha / 3}}+B \sqrt{\frac{\log (n / \eta)+I+(\epsilon+d(S, U)) \log (4 / \delta)}{2 n^{\frac{2 \alpha}{3}}}}
$$

We even show that $n_{\alpha}=\max \left\{2^{\frac{3}{2 \alpha}}, 2^{1+\frac{3}{3-2 \alpha}}\right\}$.

The mutual information term in this theorem is the same than the one appearing in previous results [HSTKM22].

## Experimental setup

- We extend results from $\left[\mathrm{AAF}^{+} 20, \mathrm{BLG}\right.$ S 21$]$ to prove that $\overline{\operatorname{dim}}_{B}^{\rho S}\left(\mathcal{W}_{S, U}\right)$ can be numerically approximated using Topological Data Analysis (TDA) tools.
- Namely, we prove that our proposed dimension can be related to the corresponding 'persistent homology dimension',

$$
\overline{\operatorname{dim}}_{B}^{\rho_{S}}\left(\mathcal{W}_{S, U}\right)=\operatorname{dim}_{\mathrm{PH}}{ }^{\rho_{S}}\left(\mathcal{W}_{S, U}\right),
$$

that we can estimate with some Python libraries [Bau21, $\mathrm{PHL}^{+} 21$ ].

- We (approximately) evaluate it on SGD trajectories.
- Experiments on various datasets (MNIST, CIFAR-10, CIFAR-100 California Housing Dataset) and models (FCN, AlexNet, LeNet, Resnet-18).


## Proposed intrinsic dimension VS Generalization gap



FCN-5 on MNIST



We compare with [BLGS21] using correlation statistics: Kendall's $\tau$, Spearman's $\rho$ and Average Granulated Kendall's coefficient introduced in [JNM ${ }^{+} 19$ ].

Table: Correlation coefficients on MNIST

| Model | DIM. | $\rho$ | $\Psi$ | $\tau$ |
| :---: | :---: | :---: | :---: | :---: |
| FCN-5 | $\operatorname{dim}_{\text {PHo }}^{\text {EUCL }}$ | $0.62_{ \pm 0.10}$ | $0.78 \pm 0.08$ | $0.47 \pm 0.07$ |
| FCN-5 | $\operatorname{dim}^{\rho / \mathrm{PH}^{0}}$ | $\mathbf{0 . 7 3} \pm 0.07$ | $\mathbf{0 . 8 1} 1_{ \pm 0.07}$ | $\mathbf{0 . 5 6}_{ \pm 0.06}$ |
| FCN-7 | $\operatorname{dim}_{P \mathrm{PH}^{\text {EUCL }}}$ | $0.80 \pm 0.04$ | $0.88 \pm 0.04$ | $0.62_{ \pm 0.04}$ |
| FCN-7 | $\operatorname{dim}_{\text {PH }}{ }^{\rho S}$ | $\mathbf{0 . 8 9}{ }_{ \pm 0.02}$ | $\mathbf{0 . 9 0}{ }_{ \pm 0.04}$ | $\mathbf{0 . 7 3}{ }_{ \pm 0.03}$ |

Table: Correlation coefficients with AlexNet on CIFAR-10

| Model | Dim. | $\rho$ | $\boldsymbol{\Psi}$ | $\tau$ |
| :---: | :---: | :---: | :---: | :---: |
| AlexNet | $\operatorname{dim}_{\text {PH0 }}^{\text {EUCL }}$ | 0.86 | 0.81 | 0.68 |
| AlexNet | $\operatorname{dim}_{\text {PH }}{ }^{\rho / 5}$ | 0.93 | 0.84 | 0.78 |

## Thank you!



Correspondence: benjamin.dupuis@inria.fr, umut.simsekli@inria.fr

## Appendix

## Sketch of proof, euclidean case, fixed $\mathcal{W}$ [SSDE21]

## Back to presentation

- It all starts with the following decomposition: if $\left\|w-w^{\prime}\right\| \leq \delta$ then:

$$
\begin{aligned}
\left|\mathcal{R}(w)-\hat{\mathcal{R}}_{S}(w)\right| \leq & \left|\mathcal{R}\left(w^{\prime}\right)-\hat{\mathcal{R}}_{S}\left(w^{\prime}\right)\right| \\
& +\left|\mathcal{R}(w)-\mathcal{R}\left(w^{\prime}\right)\right|+\left|\hat{\mathcal{R}}_{S}(w)-\hat{\mathcal{R}}_{S}\left(w^{\prime}\right)\right| \\
\leq & 2 L \delta+\left|\mathcal{R}\left(w^{\prime}\right)-\hat{\mathcal{R}}_{S}\left(w^{\prime}\right)\right| .
\end{aligned}
$$

- Therefore, introducing a minimal covering for the Euclidean distance:

$$
\left|\mathcal{R}(w)-\hat{\mathcal{R}}_{s}(w)\right| \leq \max _{w^{\prime} \in N_{\delta}}\left|\mathcal{R}\left(w^{\prime}\right)-\hat{\mathcal{R}}_{s}\left(w^{\prime}\right)\right| .
$$

- Using the union bound and Hoeffding's inequality:

$$
\mathbb{P}\left(\max _{w^{\prime} \in N_{\delta}}\left|\mathcal{R}\left(w^{\prime}\right)-\hat{\mathcal{R}}_{S}\left(w^{\prime}\right)\right| \geq \epsilon\right) \leq 2\left|N_{\delta}^{\text {Eucl }}(\mathcal{W})\right| \exp \left\{-\frac{n \epsilon^{2}}{2 B^{2}}\right\}
$$

## Sketch of proof, euclidean case, fixed $\mathcal{W}$ [SSDE21] (2)

- Rearranging terms, with probability $1-\zeta$ :

$$
\max _{w^{\prime} \in N_{\delta}}\left|\mathcal{R}\left(w^{\prime}\right)-\hat{\mathcal{R}}_{S}\left(w^{\prime}\right)\right| \leq \sqrt{\frac{2 B^{2}}{n}\left(\log \left(2\left|N_{\delta}^{\mathrm{Eucl}}(\mathcal{W})\right|\right)+\log (1 / \zeta)\right)}
$$

The general case (random hypothesis set) follows by:

- Decoupling techniques based on (total) mutual information
- Use of Egoroff's theorem


## Rademacher complexity

Let $\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ i.i.d. random variables with Bernoulli distribution in $\{-1,1\}$.

$$
\operatorname{Rad}(A):=\frac{1}{n} \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{x \in A} \sum_{i=1}^{n} \sigma_{i} x_{i}\right]
$$

## Proposition 4.1

Assume that the loss is uniformly bounded by $B$. For all $\eta>0$, we have with probability $1-2 \eta$ that:

$$
\sup _{w \in \mathcal{W}}\left(\mathcal{R}(w)-\hat{\mathcal{R}}_{s}(w)\right) \leq 2 \boldsymbol{\operatorname { R a d }}(\ell(\mathcal{W}, S))+3 \sqrt{\frac{2 B^{2}}{n} \log (1 / \eta)}
$$

It opens the door to a classical covering argument [Reb20], to bound the generalization error.

## Total mutual information

## Definition 4

For two random variables $X$ and $Y$ :

$$
I_{\infty}(X, Y):=\log \left(\sup _{B} \frac{\mathbb{P}_{X, Y}(B)}{\mathbb{P}_{X} \otimes \mathbb{P}_{Y}(B)}\right)
$$

It can equivalently been defined as limit of $\alpha$-mutual information, for $\alpha \rightarrow \infty$, see [vH14]

For all borelian set $B$ :

$$
\begin{equation*}
\mathbb{P}_{X, Y}(B) \leq e^{\prime_{\infty}(X, Y)} \mathbb{P}_{X} \otimes \mathbb{P}_{Y}(B) \tag{4}
\end{equation*}
$$

## Proof of Theorem 1 (Sketch)

Using a classical covering technique for Rademacher complexity [Reb20], with pseudo-metric $\rho_{S}$ :

$$
\operatorname{Rad}(\ell(\mathcal{W}, S)) \leq \delta+B \sqrt{\frac{2 \log \left(\left|N_{\delta}^{\rho_{S}}\right|\right)}{n}}
$$

Then we use Egoroff's theorem to bound $\log \left(\left|N_{\delta}^{\rho_{S}}\right|\right)$ by $\left(\overline{\operatorname{dim}}_{B}^{\rho s}(\mathcal{W})+\epsilon\right) \log (1 / \delta)$, for $\delta$ small enough, uniformly on $S \in \mathcal{Z}^{n}$.

Then the result follows from Proposition 4.1.

## Can we control $\delta_{n, \gamma, \epsilon}$ ?

- The result could be expressed only in terms of covering numbers.
- By applying Egoroff's theorem, we can make their convergence uniform in $S$, but not in $n$.
- It controls the dependence on $n$ of the convergence of the upper-box-counting dimension.
- For instance, the assumption that for all $S \in \mathcal{Z}^{\infty}$ :

$$
\sup _{n}\left|\frac{\log \left|N_{\delta}^{\rho_{S_{n}}}\right|}{\log (1 / \delta)}-\overline{\operatorname{dim}}_{B}^{\rho_{S_{n}}}\left(\mathcal{W}_{S_{n}, U}\right)\right| \underset{\delta \rightarrow 0}{\longrightarrow} 0
$$

where $S_{n}$ is the natural projection $S \in \mathcal{Z}^{\infty} \longrightarrow \mathcal{Z}^{n}$.

- This removes the dependence on $n$, so that we can set $\delta=1 / \sqrt{n}$ and have as a result that for $n$ big enough:

$$
\mathcal{G}(S) \leq \frac{1}{\sqrt{n}}+2 B \sqrt{\frac{(\epsilon+d(S)) \log (n)+9 \log (1 / \eta)}{n}}
$$

## Can we control $\delta_{n, \gamma, \epsilon} ?$ (2)

- Indeed, $\mathcal{Z}^{\infty}$ can be endowed with the cylindrical $\sigma$-algebra $\mathcal{F}^{\otimes \infty}$ and the associated probability measure $\mu_{\mathrm{z}}^{\otimes \infty}$.
- Let $\epsilon>0$, we can apply Egoroff's theorem in this probability space to get that there exists $\Omega_{\gamma} \subset \mathcal{Z}^{\infty}$ and $\delta_{\gamma, \epsilon}$, such that $\mu_{z}^{\otimes \infty}\left(\Omega_{\gamma}\right) \geq 1-\gamma$ and:

$$
\forall \delta \leq \delta_{\gamma, \epsilon}, \forall n, \log \left|N_{\delta}^{\rho_{S_{n}}}\right| \leq \log (1 / \delta)\left(\overline{\operatorname{dim}}_{B}^{\rho_{S_{n}}}\left(\mathcal{W}_{S_{n}, U}\right)+\epsilon\right)
$$

- We conclude by noting that, if $\pi_{n}: \mathcal{Z}^{\infty} \longrightarrow \mathcal{Z}^{n}$ is the natural projection, we have:

$$
\mu_{z}^{\otimes n}\left(\pi_{n}\left(\Omega_{\gamma}\right)\right) \geq \mu_{z}^{\otimes \infty}\left(\Omega_{\gamma}\right) \geq 1-\gamma
$$

## Proof of Theorem 2 (Sketch)

Recall slide ??:

$$
\begin{gathered}
\sup _{w \in \mathcal{W}_{S, U}}\left|\mathcal{R}(w)-\hat{\mathcal{R}}_{S}(w)\right| \leq \max _{j} \max _{w^{\prime} \in N_{\delta, j}}\left|\mathcal{R}\left(w^{\prime}\right)-\hat{\mathcal{R}}_{S}\left(w^{\prime}\right)\right| \\
+ \\
+\delta+\frac{B}{\sqrt{n}-1}
\end{gathered}
$$

Applying Hoeffding's inequality, along with union bounds and decoupling inequality (4), with probability $1-\zeta$ :

$$
\begin{aligned}
\sup _{w \in \mathcal{W}_{s}}\left(\mathcal{R}(w)-\hat{\mathcal{R}}_{s}(w)\right) & \leq \delta+\frac{B}{K}+ \\
& \sqrt{\frac{2 B^{2}}{n}\left(\log (K / \eta)+\log \left(\max _{j}\left|N_{\delta, j}\right|\right)+\max _{j} I_{\infty}\left(S, N_{\delta, j}\right)\right)}
\end{aligned}
$$

Then we remark that $\max _{j}\left|N_{\delta, j}\right| \leq\left|N_{\delta / 2}\left(\mathcal{W}_{S, U}\right)\right|$ and use Egoroff's theorem and the definition of upper box-counting dimension as before.

## Proof of Theorem 3 (Sketch) Bactomention

The main idea is to divide the dataset $S \in \mathcal{Z}^{n}$ into $H$ groups $J_{1}, \ldots, J_{H}$ of size $J$ with $J, H \in \mathbb{N}_{+}$and $J H=n$.

$$
\sup _{w \in \mathcal{W}_{s, U}}\left|\mathcal{R}(w)-\hat{\mathcal{R}}_{S}(w)\right| \leq \delta+\frac{B}{K}+\max _{0 \leq j \leq K-1} \underbrace{\max _{w \in N_{\delta, j}(S, S, U)}\left|\mathcal{R}(w)-\hat{\mathcal{R}}_{S}(w)\right|}_{:=E_{j}}
$$

Then:

$$
E_{j} \leq \frac{2 J \beta}{n^{\alpha}}+\frac{1}{n} \sum_{k=1}^{H} \max _{w \in N_{\delta, j}\left(S, S \backslash_{k}, U\right)}\left|\sum_{i \in J_{k}}\left(\ell\left(w, z_{i}\right)-\mathcal{R}(w)\right)\right|
$$

Then the proof proceeds by applying Hoeffding's inequality and decoupling as before.

## Proof of Theorem 3 (Sketch) (2) Bat onemation

The key point is that the nested Markov chains:

allow to write: $I_{\infty}\left(N_{\delta, j}\left(S, S{ }^{\backslash J_{k}}, U\right), S_{J_{k}}\right) \leq I_{\infty}\left(S, \mathcal{W}_{S, U}\right)$.
The covering numbers $\left|N_{\delta, j}\left(S, S \backslash_{k}, U\right), S_{J_{k}}\right|$ are then controlled in terms of $\left|N_{\delta}\left(\mathcal{W}_{S, U}\right)\right|$.

A trade-off appears, requiring that:

$$
J=n^{\frac{2 \alpha}{3}}
$$

## Persistent homology in pseudo-metric spaces

- $(X, \rho)$ a pseudo-metric space,
- $\pi: X \longrightarrow X / \sim$ its metric identification,
- $P \subset X$ a finite subset and $\tilde{P}=\pi(P)$.

Given a Vietoris-Rips filtration of $P$ :

$$
\emptyset \rightarrow K^{\delta_{0}, 1} \rightarrow \cdots \rightarrow K^{\delta_{0}, \alpha_{0}} \rightarrow K^{\delta_{1}, 1} \rightarrow \cdots \rightarrow K^{\delta_{c}, \alpha_{C}}=K
$$

For 'death time' of connected components greater than 0 , the homology groups of degree 0 are the same.


Hence we get the same dimensions.
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## Notations

$\ell: \mathbb{R}^{d} \times \mathcal{Z} \longrightarrow \mathbb{R}$ Loss function
$\hat{\mathcal{R}}_{S}(\bullet)$ Empirical risk
$\mathcal{R}(\bullet)$ Risk
$\mathcal{W}_{S} \quad$ Sample path generated by the learning algorithm
$\tilde{X} \quad$ Independent copy of the random element $X$
$\overline{\operatorname{dim}}_{B}^{d}(\bullet)$ Upper box counting dimension computed with (pseudo-)metric $d$
$N_{\delta}^{d} \quad$ Centers of a covering by closed $\delta$-balls for (pseudo-)metric $d$
$S=\left(z_{1}, \ldots, z_{n}\right) \in \mathcal{Z}^{n}$ Dataset of i.i.d. random variables

