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Hello everyone, My name is Roy Ganz, and I am a PHD student at the technion.I am very excited to present to you “Do Perceptually Aligned Gradients Imply Robustness”, a joint work with Bahjat Kawar under the supervision of Michael Elad.



Background
Adversarial Robustness and Perceptually Aligned Gradients (PAG) 

Presenter Notes
Presentation Notes
As the name of the work implies, it is about adversarial robustness and Perceptually Aligned Gradients.So before we delve into the work, lets first introduce these two topics, starting from robustness.



Background
Adversarial Robustness and Perceptually Aligned Gradients (PAG) 

• Adversarial Attacks are small imperceptible perturbation, malicously crafted to fool a deep learning-based classifier.

Presenter Notes
Presentation Notes
In the early days of deep lerning, researchers discovered that classifiers are susceptible to Adversarial attacks, which are small imperceptible perturbations made to fool a classifier.



Background
Adversarial Robustness and Perceptually Aligned Gradients (PAG) 

• Adversarial Attacks are small imperceptible perturbation, malicously crafted to fool a deep learning-based classifier.

• Adversarial Robustness requires models to be insensitive to small amounts of noise added to the input. 
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Presentation Notes
To mitigate this security issue, many robustification techniques were developed.



Background
Adversarial Robustness and Perceptually Aligned Gradients (PAG) 

• Adversarial Attacks[1] are small imperceptible perturbation, malicously crafted to fool a deep learning-based classifier.

• Adversarial Robustness requires models to be insensitive to small amounts of noise added to the input. 

o A common technique for obtaining such classifiers is Adversarial Training[1,2]

min
𝜃𝜃

�
𝒙𝒙,𝑦𝑦 ∈𝒟𝒟

max
𝛿𝛿∈Δ

ℒ(𝑓𝑓𝜃𝜃(𝒙𝒙 + 𝛿𝛿),𝑦𝑦)

1) Explaining and harnessing adversarial examples, Goodfellow et al., ICLR 2015
2) Towards Deep Learning Models Resistant to Adversarial Attacks, Madry et al., ICLR 2018

Presenter Notes
Presentation Notes
One of the most common and effective is adversarial training, which proposes to solve the following min-max optimization, or intuitively, to train on adversarial examples.

https://arxiv.org/abs/1412.6572
https://arxiv.org/abs/1706.06083


Background
Adversarial Robustness and Perceptually Aligned Gradients (PAG) 

• The input-gradients of robust classifiers are semantically meaningful and more aligned with human perception

Presenter Notes
Presentation Notes
It was observed that Adversarially Trained classifiers possess input gradients that are semntically meaningful and aligned with human perception. This phenomenon is termed Perceptually Aligned Gradients or in short PAG.



Background
Adversarial Robustness and Perceptually Aligned Gradients (PAG) 

• The input-gradients of robust classifiers are semantically meaningful and more aligned with human perception
→ As a result, strong targeted adversarial attacks on models with PAG leads to class related modifications 

Presenter Notes
Presentation Notes
An implication of this trait, is that performing strong targeted adversarial attacks on classifiers with PAG leads to meaningful modifications, as can be seen in this figure. 
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Background
Adversarial Robustness and Perceptually Aligned Gradients (PAG) 

• The input-gradients of robust classifiers are semantically meaningful and more aligned with human perception
→ As a result, strong targeted adversarial attacks on models with PAG leads to class related modifications 

Presenter Notes
Presentation Notes
Visualizing the outputs of such attacks is a qualitative way of assessing PAG, and as can be seen, while robust models possess such gradients, non-robust do not.



Motivation
Perceptually Aligned Gradients (PAG) and Robustness

[1] Robustness may be at odds with accuracy. Tsipras et al.. ICLR 2019.
[2] Are perceptually-aligned gradients a general property of robust classifiers? Kaur et al. Arxiv.
[3] Rethinking the role of gradient-based attribution methods for model interpretability. Srinvas et al. ICLR 2021.

Robustness

Adversarial training

Randomized smoothing

Gradient norm regularization

Perceptually Aligned 
Gradients

Presenter Notes
Presentation Notes
In the past years, it was established that robust classifiers of different kinds possess Perceptually Aligned Gradients.This led to the conclusion that robustifying a model implies perceptually aligned gradients.



Motivation
Perceptually Aligned Gradients (PAG) and Robustness

[1] Robustness may be at odds with accuracy. Tsipras et al.. ICLR 2019.
[2] Are perceptually-aligned gradients a general property of robust classifiers? Kaur et al. Arxiv.
[3] Rethinking the role of gradient-based attribution methods for model interpretability. Srinvas et al. ICLR 2021.

Robustness

Adversarial training

Randomized smoothing

Gradient norm regularization
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Gradients
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Presenter Notes
Presentation Notes
In this work, we pose the reverse question – Do Perceptually Aligned Gradients Imply Robustness?



Methodology
Perceptually Aligned Gradients (PAG) Training Method
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Presentation Notes
The main challenge in exploring this question is that PAG is known as an artifact of robust training, and we need to disentangle the two



Methodology
Perceptually Aligned Gradients (PAG) Training Method

• We develop an objective that induces PAG while disentangling it from adversarial training:

Presenter Notes
Presentation Notes
To this end, we develop a PAG inducing objective without performing adversarial training or any robustification technique.



Methodology
Perceptually Aligned Gradients (PAG) Training Method

• We develop an objective that induces PAG while disentangling it from adversarial training:

ℒ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝒙𝒙,𝑦𝑦 = ℒ𝐶𝐶𝐶𝐶 𝑓𝑓𝜃𝜃(𝒙𝒙), 𝑦𝑦 + 𝜆𝜆 �
𝑦𝑦𝑡𝑡∈𝒞𝒞

ℒ𝐶𝐶𝐶𝐶𝐶𝐶 ∇𝑥𝑥𝑓𝑓𝜃𝜃 𝒙𝒙 𝑦𝑦𝑡𝑡 ,𝑔𝑔 𝒙𝒙,𝑦𝑦𝑡𝑡

Cross-entropy loss

Presenter Notes
Presentation Notes
Our objective consists of two terms-The regular cross-entropy loss which encourages the model to be good in classification



Methodology
Perceptually Aligned Gradients (PAG) Training Method

• We develop an objective that induces PAG while disentangling it from adversarial training:

ℒ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝒙𝒙,𝑦𝑦 = ℒ𝐶𝐶𝐶𝐶 𝑓𝑓𝜃𝜃(𝒙𝒙), 𝑦𝑦 + 𝜆𝜆 �
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ℒ𝐶𝐶𝐶𝐶𝐶𝐶 ∇𝑥𝑥𝑓𝑓𝜃𝜃 𝒙𝒙 𝑦𝑦𝑡𝑡 ,𝑔𝑔 𝒙𝒙,𝑦𝑦𝑡𝑡

Cross-entropy loss

PAG inducing term

Presenter Notes
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And a PAG inducing term which encourages the model gradients to point to the same direction as the ground truth ones, denoted in green.
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Perceptually Aligned Gradients (PAG) Training Method

• We develop an objective that induces PAG while disentangling it from adversarial training:

ℒ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝒙𝒙,𝑦𝑦 = ℒ𝐶𝐶𝐶𝐶 𝑓𝑓𝜃𝜃(𝒙𝒙), 𝑦𝑦 + 𝜆𝜆 �
𝑦𝑦𝑡𝑡∈𝒞𝒞

ℒ𝐶𝐶𝐶𝐶𝐶𝐶 ∇𝑥𝑥𝑓𝑓𝜃𝜃 𝒙𝒙 𝑦𝑦𝑡𝑡 ,𝑔𝑔 𝒙𝒙,𝑦𝑦𝑡𝑡

Cross-entropy loss

PAG inducing term

Alignment coeff.

Presenter Notes
Presentation Notes
Lambda is a coeeficiant dictating the level of the gradients’ alignment.



Methodology
Perceptually Aligned Gradients (PAG) Training Method

• We develop an objective that induces PAG while disentangling it from adversarial training:

ℒ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝒙𝒙,𝑦𝑦 = ℒ𝐶𝐶𝐶𝐶 𝑓𝑓𝜃𝜃(𝒙𝒙), 𝑦𝑦 + 𝜆𝜆 �
𝑦𝑦𝑡𝑡∈𝒞𝒞

ℒ𝐶𝐶𝐶𝐶𝐶𝐶 ∇𝑥𝑥𝑓𝑓𝜃𝜃 𝒙𝒙 𝑦𝑦𝑡𝑡 ,𝑔𝑔 𝒙𝒙,𝑦𝑦𝑡𝑡

• Avoiding circular reasoning by:

Cross-entropy loss

PAG inducing term

Alignment coeff.
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Presentation Notes
To be valid to test our research question, our objective needs to induce PAG without explicitly performing robustification to avoid circular reasoning.
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Perceptually Aligned Gradients (PAG) Training Method

• We develop an objective that induces PAG while disentangling it from adversarial training:

ℒ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝒙𝒙,𝑦𝑦 = ℒ𝐶𝐶𝐶𝐶 𝑓𝑓𝜃𝜃(𝒙𝒙), 𝑦𝑦 + 𝜆𝜆 �
𝑦𝑦𝑡𝑡∈𝒞𝒞

ℒ𝐶𝐶𝐶𝐶𝐶𝐶 ∇𝑥𝑥𝑓𝑓𝜃𝜃 𝒙𝒙 𝑦𝑦𝑡𝑡 ,𝑔𝑔 𝒙𝒙,𝑦𝑦𝑡𝑡

• Avoiding circular reasoning by:
 Not training on (adversarially) perturbed images

Cross-entropy loss

PAG inducing term

Alignment coeff.

Presenter Notes
Presentation Notes
Our objective differs from adversarial training as it does not operate on perturbed images but rather clean ones.



Methodology
Perceptually Aligned Gradients (PAG) Training Method

• We develop an objective that induces PAG while disentangling it from adversarial training:

ℒ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝒙𝒙,𝑦𝑦 = ℒ𝐶𝐶𝐶𝐶 𝑓𝑓𝜃𝜃(𝒙𝒙), 𝑦𝑦 + 𝜆𝜆 �
𝑦𝑦𝑡𝑡∈𝒞𝒞

ℒ𝐶𝐶𝐶𝐶𝐶𝐶 ∇𝑥𝑥𝑓𝑓𝜃𝜃 𝒙𝒙 𝑦𝑦𝑡𝑡 ,𝑔𝑔 𝒙𝒙,𝑦𝑦𝑡𝑡

• Avoiding circular reasoning by:
 Not training on (adversarially) perturbed images
 Not regularizing the input-gradients norm

Cross-entropy loss

PAG inducing term

Alignment coeff.

Presenter Notes
Presentation Notes
And it focuses on the direction of the gradients and without regularizing their norm, which is known to robustify modelsThus, our proposed objective is suitable for our purpose



Methodology
Perceptually Aligned Gradients (PAG) Training Method

• We develop an objective that induces PAG while disentangling it from adversarial training:

ℒ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝒙𝒙,𝑦𝑦 = ℒ𝐶𝐶𝐶𝐶 𝑓𝑓𝜃𝜃(𝒙𝒙), 𝑦𝑦 + 𝜆𝜆 �
𝑦𝑦𝑡𝑡∈𝒞𝒞

ℒ𝐶𝐶𝐶𝐶𝐶𝐶 ∇𝑥𝑥𝑓𝑓𝜃𝜃 𝒙𝒙 𝑦𝑦𝑡𝑡 ,𝑔𝑔 𝒙𝒙,𝑦𝑦𝑡𝑡

• Avoiding circular reasoning by:
 Not training on (adversarially) perturbed images
 Not regularizing the input-gradients norm

�Requires access to 𝑔𝑔 𝒙𝒙,𝑦𝑦𝑡𝑡 - ground-truth Perceptually Aligned Gradients. 

Cross-entropy loss

PAG inducing term

Alignment coeff.

Presenter Notes
Presentation Notes
However, this objective requires access to ground truth PAG, which we do not have. 



Methodology
Approximating Perceptually Aligned Gradients

Obtaining 𝒈𝒈 𝒙𝒙,𝒚𝒚𝒕𝒕

Presenter Notes
Presentation Notes
To overcome this, we develop a principled way to approximate ground truth PAG



Methodology
Approximating Perceptually Aligned Gradients

Obtaining 𝒈𝒈 𝒙𝒙,𝒚𝒚𝒕𝒕

• The input-gradient of classification networks is ∇𝒙𝒙 log𝑝𝑝(𝑦𝑦|𝒙𝒙)

Presenter Notes
Presentation Notes
We notice that the input gradients of a classifier is  ∇ 𝒙  log 𝑝(𝑦|𝒙) ,



Methodology
Approximating Perceptually Aligned Gradients

Obtaining 𝒈𝒈 𝒙𝒙,𝒚𝒚𝒕𝒕

• The input-gradient of classification networks is ∇𝒙𝒙 log𝑝𝑝(𝑦𝑦|𝒙𝒙)

• The conditional score-function, modeled by conditional diffusion models is ∇𝒙𝒙𝑡𝑡 log𝑝𝑝(𝒙𝒙𝑡𝑡|𝑦𝑦)

Presenter Notes
Presentation Notes
Which resembles the conditional score-function which conditional diffusion models.



Methodology
Approximating Perceptually Aligned Gradients

Obtaining 𝒈𝒈 𝒙𝒙,𝒚𝒚𝒕𝒕

• The input-gradient of classification networks is ∇𝒙𝒙 log𝑝𝑝(𝑦𝑦|𝒙𝒙)

• The conditional score-function, modeled by conditional diffusion models is ∇𝒙𝒙𝑡𝑡 log𝑝𝑝(𝒙𝒙𝑡𝑡|𝑦𝑦)

• Applying the Bayes rule → ∇𝒙𝒙𝑡𝑡 log𝑝𝑝(𝑦𝑦|𝒙𝒙𝑡𝑡) = ∇𝒙𝒙𝑡𝑡 log𝑝𝑝 𝒙𝒙𝑡𝑡 𝑦𝑦 − ∇𝒙𝒙𝑡𝑡 log𝑝𝑝(𝒙𝒙𝑡𝑡)

Unconditional diffusion

Conditional diffusion

Presenter Notes
Presentation Notes
We apply the Bayes rule and obtain the desired mathematical term, which is the conditional minus the unconditional score 



Methodology
Approximating Perceptually Aligned Gradients

Obtaining 𝒈𝒈 𝒙𝒙,𝒚𝒚𝒕𝒕

• The input-gradient of classification networks is ∇𝒙𝒙 log𝑝𝑝(𝑦𝑦|𝒙𝒙)

• The conditional score-function, modeled by conditional diffusion models is ∇𝒙𝒙𝑡𝑡 log𝑝𝑝(𝒙𝒙𝑡𝑡|𝑦𝑦)

• Applying the Bayes rule → ∇𝒙𝒙𝑡𝑡 log𝑝𝑝(𝑦𝑦|𝒙𝒙𝑡𝑡) = ∇𝒙𝒙𝑡𝑡 log𝑝𝑝 𝒙𝒙𝑡𝑡 𝑦𝑦 − ∇𝒙𝒙𝑡𝑡 log𝑝𝑝(𝒙𝒙𝑡𝑡)

→ Assuming log𝑝𝑝 𝑦𝑦 𝒙𝒙 ≈ log𝑝𝑝 𝑦𝑦 𝒙𝒙𝒕𝒕 for specific noise level 𝑡𝑡, approximate “ground-truth” PAG using Score Based 
Gradients (SBG)

Unconditional diffusion

Conditional diffusion

Presenter Notes
Presentation Notes
Thus, we approximate the ground truth PAG using score-based gradients, reffered to as SBG. 



Methodology
Approximating Perceptually Aligned Gradients

Input Plane Car Bird Cat Bird Dog Frog Horse Ship Truck

Presenter Notes
Presentation Notes
Here is a visualization of SBG gradients with respect to different classes of the CIFAR-10 dataset.As can be seen, the SBG indeed look like image gradients as they enhances some details and diminish others.Let's focus on a single row
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Approximating Perceptually Aligned Gradients

Input Plane Car Bird Cat Bird Dog Frog Horse Ship Truck



Methodology
Approximating Perceptually Aligned Gradients

Wheels and shields

Input Plane Car Bird Cat Bird Dog Frog Horse Ship Truck

Presenter Notes
Presentation Notes
We can see that the gradient to the car class adds wheels and shields



Input Plane Car Bird Cat Bird Dog Frog Horse Ship Truck

Methodology
Approximating Perceptually Aligned Gradients

Dog’s face

Presenter Notes
Presentation Notes
The gradient towards dog actually alters the frog into a dog’s head



Methodology
Approximating Perceptually Aligned Gradients

More froggy

Input Plane Car Bird Cat Bird Dog Frog Horse Ship Truck

Presenter Notes
Presentation Notes
And even the gradient towards frog makes it more froggy.



Methodology
Approximating Perceptually Aligned Gradients

→ SBG performs meaningful perceptual modifications while maintaining the original image structure 

Input Plane Car Bird Cat Bird Dog Frog Horse Ship Truck

Presenter Notes
Presentation Notes
Overall, SBG alters the images in a perceptual meaningful way while mainttaining the input image structure



Experiments
Do Perceptually Aligned Gradients Imply Robustness?

Approach

Presenter Notes
Presentation Notes
So after we have established the training procedure and a way to approximate ground truth Perceptually Aligned Gradients, we turn to check if PAG implies robustness



Experiments
Do Perceptually Aligned Gradients Imply Robustness?

Approach

1. Train classifiers with our proposed objective

Presenter Notes
Presentation Notes
We first train classifiers on different datasets using our objective



Experiments
Do Perceptually Aligned Gradients Imply Robustness?

Approach

1. Train classifiers with our proposed objective

2. Qualitatively verify that such models possess PAG

Presenter Notes
Presentation Notes
Next, we qualitatively check if such a training indeed leads to Perceptially Aligned Gradients, by examining the outputs of strong adversarial attacks



CIFAR-10 STL

PAG visualizations using ResNet-18 on CIFAR-10 and STL.

Presenter Notes
Presentation Notes
As can be seen, The outputs of such attacks in both cifar10 and stl are semantically correlated to the target classes, indicating that our technique leads to PAG.



Experiments
Do Perceptually Aligned Gradients Imply Robustness?

Approach

1. Train classifiers with our proposed objective

2. Qualitatively verify that such models possess PAG

3. Evaluate the adversarial robustness of such models

Presenter Notes
Presentation Notes
Lastly, after verifying that our training leads to PAG. Now let's see if it also implies to robustness.



Experiments
Do Perceptually Aligned Gradients Imply Robustness?

Arch. Method Clean AA 𝑳𝑳𝟐𝟐 AA 𝑳𝑳∞

RN-18

Vanilla 93.61 00.00 00.00
SBG 78.56 55.39 23.97

AT 𝐿𝐿∞ 82.49 56.57 37.59
AT 𝐿𝐿2 86.79 60.82 19.63

CIFAR-10 results using ResNet-18.

Presenter Notes
Presentation Notes
We start with ResNet model trained on CIFAR-10.As can be seen, while the vanilla model is not robust at all, SBG leads to significant robustness. 



Experiments
Do Perceptually Aligned Gradients Imply Robustness?

Arch. Method Clean AA 𝑳𝑳𝟐𝟐 AA 𝑳𝑳∞

RN-18

Vanilla 93.61 00.00 00.00
SBG 78.56 55.39 23.97

AT 𝐿𝐿∞ 82.49 56.57 37.59
AT 𝐿𝐿2 86.79 60.82 19.63

CIFAR-10 results using ResNet-18.

Presenter Notes
Presentation Notes
Interestingly, it is also comparable to adversarial training, despite not being traing on adversarial inputs at all!



Experiments
Do Perceptually Aligned Gradients Imply Robustness?

？ Does this extends to different architectures?

Presenter Notes
Presentation Notes
Next, we turn to check whether it extends to non-CNN architectureTo this end, we experiment with ViT



Experiments
Do Perceptually Aligned Gradients Imply Robustness?

Arch. Method Clean AA 𝑳𝑳𝟐𝟐 AA 𝑳𝑳∞

ViT

Vanilla 80.51 00.87 00.01
SBG 81.28 57.80 22.85

AT 𝐿𝐿∞ 62.20 42.80 24.62
AT 𝐿𝐿2 72.81 42.99 08.13

CIFAR-10 results using ViT.

✔ Does this extends to different architectures?

Presenter Notes
Presentation Notes
In this case, SBG obtains significant robustness, outperforming AT.Interestingly, It actually improves the Vanilla clean accuracy



Experiments
Do Perceptually Aligned Gradients Imply Robustness?

？ Does this extends to low-data regimes?

Presenter Notes
Presentation Notes
Next, we check the low-data regime using STL dataset.



Experiments
Do Perceptually Aligned Gradients Imply Robustness?

Method Clean AA 𝑳𝑳𝟐𝟐 AA 𝑳𝑳∞
Vanilla 82.60 00.00 00.00

SBG 74.79 65.96 43.53
AT 𝐿𝐿∞ 54.90 46.33 28.30
AT 𝐿𝐿2 54.99 46.04 23.33

STL results using ResNet-18.

✔ Does this extends to low-data regimes?

Presenter Notes
Presentation Notes
While adversarial training known to require a lot of training data, SBG outperforms it both the clean and robust accuracy.



Experiments
Do Perceptually Aligned Gradients Imply Robustness?

？ Does our method extends to datasets with more classes?

Presenter Notes
Presentation Notes
Finally, we examine the scalability of our method to datasets with more classes.



Experiments
Do Perceptually Aligned Gradients Imply Robustness?

Method Clean AA 𝑳𝑳𝟐𝟐 AA 𝑳𝑳∞
Vanilla 74.36 00.00 00.00

SBG 55.94 29.25 08.24
AT 𝐿𝐿∞ 52.92 23.61 14.63
AT 𝐿𝐿2 58.05 30.51 08.03

CIFAR-100 results using ResNet-18.

✔ Does our method extends to datasets with more classes?

Presenter Notes
Presentation Notes
We use CIFAR-100 dataset and demonstrate that also in this case, SBG is comparable to adversarial training.



Conclusions
Do Perceptually Aligned Gradients Imply Robustness?

Robustness Perceptually Aligned 
Gradients

Presenter Notes
Presentation Notes
So, to summarize, our results confirms that PAG implies robustness and the connection between the two is bidirectional.Please see our papers for more results and further details
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