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Task: Compressing Vision-Language Transformers

UPop is the first structured 
pruning framework for vision-
language Transformers.

Supports various multi-modal 
& uni-modal tasks, datasets, 
and model architectures.



Task: Compressing Vision-Language Transformers

Vector-level structured

(a) Remove entire rows (b) Remove entire columns



Motivation: Unified and Progressive Pruning

Question1: How to assign compression ratios?
Unified Search: From manually to adaptively.

Question2: How to prune weights from original models?
Progressive Pruning: Eliminate the weight gap.
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How to assign a 50% compression ratio in total ?

: So easy! Let’s do a grid search!
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How to assign a 50% compression ratio in total ?

: It’s fine. We just need some patience.
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How to assign a 50% compression ratio in total ?

: So tedious. I am worn out.
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16th trial

How about unified search? :
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How to assign a 50% compression ratio in total ?
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One trial

Unified search enables adaptive assignment !:

: Rescued from the burden of repeated trials !
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How to prune 50% weights from original models?

: It’s simple! Prune all of them at once!

Weight gap between the searched model and pruned model ? :

"This is a dog"

Prune

"Crazy Thursday"

≠
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How to prune 50% weights from original models?

: Don’t worry! Iterative pruning will help.

Nice try! How about further improved progressive pruning? :

"This is a dog"

Prune

"This is an animal"

≈



How to prune 50% weights from original models?

: Cheers to doggy still being doggy after pruning!

Progressive pruning eliminates the weight gap!:
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Overall Performance

At 2× compression for example. All metrics are the higher the better.



Also competitive on uni-modal tasks

UPop (marked with the blue triangle) achieves better performance on 
both Accuracy-FLOPs and Accuracy-Parameter trade-offs.



Link to paper Link to code Link to website

Please refer to above links for more details.
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