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Motivation
• NeRF requires numerous (100+) densely, well distributed calibrated 

images for optimization, which limits applicability
• The task of few-shot NeRF aims to optimize high-fidelity neural 

radiance field in such sparse scenario
• Previous works’ reliance on handcrafted methods or inability to extract 

local and fine structures limit their performance
• We propose a novel methodology, GeCoNeRF, short for Geometric 

Consistency NeRF, a regularization technique that enforces a geometric 
consistency across different views in a self-supervised manner with a 
depth-guided warping and a geometry-aware consistency modeling. 
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Rendered Depth-Guided Warping

• To generate pseudo ground truth patches for unknown viewpoints, ground truth image 𝐼! is warped to 

unseen viewpoint j using unseen rendered depth 𝐷" in a following manner:

Feature-level Consistency Modeling

• We define the consistency between the unknown view rendered patch 𝐼" and warped patch 𝐼!→" to 

encourage additional regularization for local geometric consistency.
• To overcome failures in modeling non-Lambertian surfaces and fine-grained occlusions, we propose 

masked feature-level regularization loss that focuses upon structural consistency.

Occlusion Handling, Disparity Regularization, Progressive Annealing

• Consistency mask 𝑀$ is constructed to let NeRF ignore regions with 
geometric inconsistencies, along with seen view disparity regularization.

• We recognize that progressive freq. encoding annealing has powerful 
regularization effect and apply it at the beginning stages of training.

Comparison w/ Previous Methods
In 3-view setting, our method captures 
fine details more robustly (such as the 
wire in the mic scene) and produces less 
artifacts (background in the materials
scene) compared to previous methods. 

• Warping occurs between observed and unobserved viewpoints using 
depth geometry recovered & rendered by NeRF

• Consistency loss function ℒ%&'() is applied between the unobserved 
viewpoint image and warped observed viewpoint image for regularization

• Disparity regularization loss ℒ*+, regularizes depth at seen viewpoints.

Inverse
Warping

Inverse
Warping

!

"

Unseen
viewpoint l

Unseen 
viewpoint j #

!!
$!

%!

Seen
viewpoint i

$"

%#
&#→!

&#→"

NeRF MLP

'%

%#→!

%#→"

%"

(&'()*
Feature

Extractor

'+

Feature
Extractor

'+

(,-.

NeRF MLP

'%

$#

(&'()*

Pose Difference !!→#

ǁ (    - )ǁ1
Unseen View
Warped "!→#

Unseen View
Rendered "#

Feature
Extractor
!#

Consistency Modeling Loss

!! Gradient
Backpropagation

Flow 
Field ψ

Inverse
Warping

Occlusion
Mask $

Ground Truth
Image "!

Seen Depth
Rendered %!

Unseen Depth
Rendered %#

Mask 
Generation

Qualitative Ablation Study
Our qualitative ablation results on Horns 
scene shows the contribution of each 
module in the performance of our model.

Comparison w/ Baseline
Comparison with baseline mip-NeRF on 
LLFF dataset shows that our model learns 
of coherent depth and geometry in 
sparse three-view scenario.

Quantitative comparisons show our model’s competitive results 
in NeRF-Synthetic dataset and LLFF dataset, whose PSNR results 
show large improvement in comparison to mip-NeRF baseline 
and competitive compared to previous SOTA, RegNeRF. 


