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• Success of NLP systems has been driven by large human-annotated benchmarks
• They guide the researchers in a right direction to develop methods 
• E.g., SQuAD (QA), GLUE (language understanding), and BIG-bench (large language models)

Importance of NLP Benchmarks

[Rajpurkar et al. 2016] SQuAD: 100,000+ Questions for Machine Comprehension of Text, EMNLP 2016
[Wang et al. 2019] GLUE: A Multi-task Benchmark and Analysis Platform for Natural Language Understanding, ICLR 2019
[Srivastava et al. 2022] Beyond the Imitation Game: Quantifying and Extrapolating the Capabilities of Language Models, arXiv:2206.04615 1

Example of SQuAD (100k+) [Rajpurkar et al. 2016] Summary of GLUE [Wang et al. 2019] Diversity/scale of BIG-bench [Srivastava et al. 2022]



• These benchmarks are usually constructed by following steps 
1. Collecting (or writing) the relevant input texts
2. Labeling input texts (or verifying) by human annotators

Construction of NLP Benchmarks

[Nie et al. 2019] Adversarial NLI: A New Benchmark for Natural Language Understanding, ACL 2019

Example of procedure for constructing benchmark for NLI task [Nie et al. 2019]

Context: One of our number will carry out your instructions minutely

Target label: ”Entailment”

Hypothesis: A member of my team will execute 
your orders with immense precision.

(1) Collecting (or writing) (2) Labeling (or verifying)
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• These benchmarks are usually constructed by following steps 
1. Collecting (or writing) the relevant input texts ⟶ more costly and cumbersome

• E.g., distribution shift or spurious patterns of input make model suffer being generalized [Gururangan et al. 2018; Karamcheti et al. 2021]

• Hence, much higher cost is often paid to the collection process to keep the quality [Kaushik et al. 2020]

2. Labeling input texts (or verifying) by human annotators

Cost for Constructing NLP Benchmarks

[Gururangan et al. 2018] Annotation Artifacts in Natural Language Inference Data, NAACL 2018
[Karamcheti et al. 2021] Mind Your Outliers! Investigating the Negative Impact of Outliers on Active Learning for Visual Question Answering, ACL 2021
[Kaushik et al. 2020] Learning the Difference that Makes a Difference with Counterfactually-augmented Data, ICLR 2020 2



• Hence, it is preferable to pay additional human cost to auxiliary annotation
• E.g., improving label quality with more annotators [Nie et al. 2020]

• or obtaining finer task information with new label space [Williams et al. 2020]

Complementary Way to Annotate Existing Benchmarks

[Nie et al. 2020] What Can We Learn from Collective Human Opinions on Natural Language Inference Data?, EMNLP 2020
[Williams et al. 2020] ANLIzing the Adversarial Natural Language Inference Dataset, arXiv:2010.12729

Analysis of ANLI with fine-grained annotation [Williams et al. 2020]Analysis of existing NLI datasets with more annotations [Nie et al. 2020]
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• Hence, it is preferable to pay additional human cost to auxiliary annotation
• E.g., improving label quality with more annotators [Nie et al. 2020]

• or obtaining finer task information with new label space [Williams et al. 2020]

Complementary Way to Annotate Existing Benchmarks

🧐 Can we find a new alternative way to better exploit existing 
benchmarks (input texts and task labels) via auxiliary annotation?
Especially, for text classification
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• Idea: using task-specific preference between input texts as auxiliary annotation
• To improve the text classification system upon existing task annotations
• Auxiliary preference learning provides additional informative training signal to model

• By relatively ordering a pair of two texts and better calibrating them w.r.t task through “pair-wise” comparison

Task-specific Preference as Auxiliary Annotation 

v.s. “instance-wise” task annotation

Concept of auxiliary preference learning and its empirical advantages
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• Specifically, we propose following components for auxiliary preference learning  
• Three different types of preference labels in practical scenario

• Using large language model (generative), data annotation records (extractive), or crowd workers (subjective)

• Novel multi-task learning framework with task and preference labels: prefer-to-classify (P2C)

Prefer to Classify (P2C)
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Visual illustration of the proposed auxiliary preference learning for improving text classifier

Multi-task learning with task and preference labels Preference label with three different ways
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• 3 different types of preference labels to apply auxiliary preference learning via P2C
• Generative preference from large language models, e.g., GPT-3 [Brown et al. 2020]

• Good quality from strong zero/few-shot generalization capability of LM, low cost, and easy to access

Different Types of Preference Labels

Prompt design to collect generative preference labels from GPT-3 [Brown et al. 2020]

[Brown et al. 2020] Language Models are Few-shot Learners, NeurIPS 2020 6



• 3 different types of preference labels to apply auxiliary preference learning via P2C
• Extractive preference from data annotation records

• If one sample has higher voting than the other sample as specific label, then it is assumed to be more preferred
• Zero cost with good quality by better exploiting information within task annotions, but often hard to access

Different Types of Preference Labels

Illustration of extractive preference from existing data annotation records 

Dataset
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• 3 different types of preference labels to apply auxiliary preference learning via P2C
• Subjective preference from crowd workers

• Obtained by directly asking the to humans, e.g., “which sentence is more positive?”
• Most accurate, but it requires high cost and hence hard to access

Different Types of Preference Labels

Used interface to collect subjective preference labels from crowd workers via AMT
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• 3 different types of preference labels to apply auxiliary preference learning via P2C
• Generative / Extractive / Subjective preference labels

• Accuracy: subjective > extractive ~= generative
• Cost: extractive > generative >> subjective (e.g., 1.6$ for 10 subjective labels, while 8.0$ for 5,000 generative labels)
• Accessibility: generative > extractive > subjective

Different Types of Preference Labels

[Potts et al. 2021] Dynasent: A Dynamic Benchmark for Sentiment Analysis, ACL 2021

Examples of the collected preference labels on same pair of sentences from DynaSent-R2 [Potts et al. 2021] Overlap between preferences

6



• Classifier is trained using task labels and preference labels jointly with   
• Diverse multi-preference heads for better preference modeling

• For preference predictor, we add preference prediction head           on classifier           (e.g., BERT)  

• Then, we introduce multiple preference heads and maximize KL divergence between their prediction

• Overall multi-task learning objective

Prefer to Classify (P2C): Multi-task Learning 
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• Classifier is trained using task labels and preference labels jointly with   
• Diverse multi-preference heads for better preference modeling
• Consistency regularization between task and preference learning  

• To explicitly impose the intuition: “preferred instance should have a higher confidence”
• To this end, applying following consistency loss

• Overall, our training loss is as follow:

Prefer to Classify (P2C): Multi-task Learning 
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• Classifier is trained using task labels and preference labels jointly with   
• Diverse multi-preference heads for better preference modeling
• Consistency regularization between task and preference learning  
• Selecting informative pairs of input texts 

• Disagreement-based sampling: selecting pairs with high variance across multiple preference predictors
• Inconsistency-based sampling: selecting pairs with high consistency loss 

Prefer to Classify (P2C): Multi-task Learning 

Language 
Model

Classification Head 

Preference Learning with
Multi-preference Heads 

Selecting 
Informative Pairs

Consistency
Regularization

Multi-task
Learning

Text 1

Text 2

Text N

⋮

Training Samples
Task label: : Positive

Preference label
: A > B

Is Text B positive? (2/3)Is Text A positive? (3/3)

Text A is more 
positive than Text B

Text A Text B

Extractive
Preference

Annotation 
Records

>

Pre-trained
Language Model

Generative
Preference

Subjective
Preference

Crowd 
Workers

5



• Text classification with generative preference
• P2C is consistently effective in improving the performance (accuracy and calibration)

• bAcc: balanced accuracy as datasets have imbalanced distribution, wAcc: worst-group accuracy (minority)

• P2C also outperforms GPT-3 baselines ⟶ Not just distilling “instance-wise” knowledge of GPT-3

Experiments

11.55% relative test error reduction compared to Vanilla

Test accuracy of fine-tuned RoBERTa-base classifiers 
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• Text classification with extractive preference (Free!)
• P2C even outperforms the strong baselines for learning with annotation records 

Experiments

7.59% / 4.27% relative test error reduction compared to Vanilla / Best, respectively

Test accuracy of fine-tuned RoBERTa-base classifiers 
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• Comparison between different annotation methods
• Setup: Given the existing datasets, adding the same number of annotations but different ways
• Results

• Overall, preference labels are effective for hard samples (i.e., high disagreement) along with strong calibration effects
• Subjective preference labels are the most effective for improving accuracy and calibration

Experiments

Test accuracy of fine-tuned RoBERTa-base classifiers on DynaSent-R2 
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• We introduce preference label as new auxiliary annotation to improve benchmark 
• It provides additional informative training signal to model via “pair-wise” comparison
• We propose an effective multi-task learning framework, coined prefer-to-classify (P2C) 
• We provide three different ways to obtain preference labels (generative/extractive/subjective) 

• P2C shows consistent improvements on various NLP benchmarks
• Improved test accuracy with better calibration

• P2C suggests new way to evolve benchmark along with recent advance of LM

Summary

For more details and results, 
please see our paper and code

Thank you for attention 😄 GithubarXiv: 2306.04925 


