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⇒  No longer suffer from distribution mismatch!

(Luo et al. 2021) Policy optimization in adversarial MDPs: improved exploration via dilated bonuses
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Robustness against adversary Sample efficiency in fixed environment ?
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