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Overview

• Background: MPNNs and long-range interac6ons
• Contribu6ons:
• Dynamically Rewired Message Passing
• DRew + Delay

• Why DRew works
• Experimental results



Message-Passing Neural Networks

• Message passing: aggrega6on and update steps
• Occurs over 1-hop neighbourhood
• Several varia6ons, but most graph neural networks are MPNNs

Figure credit: Bronstein et al 2021. Geometric Deep Learning Grids, Groups, Graphs, Geodesics, and Gauges



Challenges with MPNNs

Figure credits: Topping et al 2022. Over-squashing, BoBlenecks, and Graph Ricci curvature (boBom).
Stanković, Ljubiša, and Ervin Sejdić, eds. 2019. Vertex-frequency analysis of graph signals (top).



Long-range interac9ons

• Various domains use global graph 
informa;on or rely on distant node 
interac;ons
• Many large graphs likely exhibit a degree 

of long-range dependence
• Several recent works looking at long-range 

interac;ons, as well as a set of benchmark 
datasets

Figure credits: Dwivedi et al 2022, Long Range Graph Benchmark

• Wu, Zhanghao, et al. "Represen4ng long-range context for 
graph neural networks with global a=en4on." (NIPS 2021)

• Dwivedi, Vijay Prakash, et al. "Long range graph benchmark." 
(NIPS 2022)

• Di Giovanni, Francesco, et al. "On over-squashing in message 
passing neural networks: The impact of width, depth, and 
topology.” (ICML 2023)

• Ma, Liheng, et al. "Graph Induc4ve Biases in Transformers 
without Message Passing." (ICML 2023).



Graph Rewiring

Sta2c graph rewiring
• Graph topology itself is 

altered to make it ‘friendlier’
• E.g.
• Dropping or adding nodes or 

edges (DropEdge, DropGNN)
• Global nodes/fully adjacent 

layers
• Rewiring according to a 

spectral/connec;vity measure 
(SDRF, DIGL)
• Posi;onal encoding

Computa2onal graph rewiring
• Rather than changing input graph 

itself, you change the way you allow 
informa+on to propagate during 
message passing
• E.g.
• Mul;-hop MPNNs (Shortest Path 

Network, N-GCN, MixHop, k-hop GNN)
• Graph Transformers

•⬆ This is our focus



Proposal

• Transformers throw away the graph 
topology by making graphs fully-connected
• Mul6-hop MPNNs are similar:
• They make the computa;onal graph denser
• They lose the no;on of informa;on flow 

through the graph, i.e. that nodes that are 
closer should interact earlier

• How can we exploit these induc6ve 
biases?



Intui9on: Dynamic Rewiring

“…aggrega>ng informa>on over distant nodes that goes 
beyond the limita>ons of classical MPNNs, but respects the 
induc>ve bias provided by the graph: nodes that are closer 
should interact earlier in the architecture.”

“We argue that it is important not simply how two node states 
interact with each other, but also when that happens.”



Background: MPNNs

• MPNN:
• 1-hop local 

aggrega;on
• update

• 𝑘-hop 
neighbourhood: Shortest path distance

1-hop 
neighbourhood



Dynamically Rewired MPNN

Separate aggrega5on for 
each k-hop neighbourhood

(ℓ + 1)th hop only 
aggregated from layer ℓ 

Vanilla 
MPNN:

Reduces to vanilla MPNN if 
AGG! = 𝐼 for 𝑘 > 1



MPNN DRew-MPNN



Introducing delay

Currently:
• MPNNs: nodes 𝑖, 𝑗 interact with a constant delay given by their 

distance – leading to the same lag of informa5on
• DRew: nodes interact only from a certain depth of the architecture, 

but without any delay

What if we consider the state of 𝑗 as it was when the informa5on ‘leF’ 
to flow towards 𝑖?



Introducing delay: 𝜈DRew

• What if we consider the state of 𝑗 as it was when the informa5on 
‘leF’ to flow towards 𝑖?

• Delay:
𝑘: current 𝑘-hop
𝜈: ‘rate’ hyperparameter
Ø (i.e. the hop radius below which node        

communica5on is instantaneous)



(𝜈!)DRew

MPNN

𝜈!DRew



The graph-rewiring perspec/ve:
𝜈DRew as distance-aware skip 
connec/ons

• 1-hop, 
horizontal 
only

• Mul2-hop, horizontal only
• Computa2onal graph 

gradually filled

• Mul2-hop, horizontal AND ver2cal skip 
connec2ons, through distance and 2me 
(layer)

• Skip connec2ons between different nodes, 
dependent on geometric distance



DRew instan9a9ons of common MPNNs

• GCN

• GIN

• GatedGCN



Why does 𝜈DRew help with over-squashing?
• Jacobian as a measure of sensi;vity between nodes 

(Topping 2022)
• For vanilla MPNN, same adjacency 𝑨 used in each layer 

(i.e. 1-hop aggrega;on) with which we can bound the 
Jacobian by power 𝑨! for nodes 𝑖, 𝑗 at hop distance 𝑟
• Due to skip connec;ons, 𝜈"DRew-GCN’s sensi;vity bound 

is different – see below
• Nodes at distance 𝑟 can now interact via products of 

message-passing matrices containing fewer
than 𝑟 factors
• Oversquashing arises due to the entries
𝑖, 𝑗 of normalised 𝑨! decaying to zero 
exponen;ally with 𝑟
• Powers of Γ# (𝛾$,& ∈ Γ) are different unlike
𝑨, therefore oversquashing is mi;gated



Why does 𝜈DRew help with over-smoothing?

• Over-smoothing occurs because by the 5me informa5on from node 𝑖 
reaches distant node 𝑗, it has been mixed many 5mes with 
neighbours
• Skip connec5ons with delay allow 𝑖 to ’see’ 𝑗 before too much local 

smoothing has occurred
• Choice of delay parameter ν can be considered amount of local 

smoothing
• High ν: more local smoothing
• Low ν: less



Experiments

• Long-range graph benchmark
• Chemistry and computer vision
• Graph-, node- and edge-level tasks

• QM9 (see paper)
• Chemistry, mul;-task regression

• RingTransfer
• Synthe;c ‘true’ long-range task

• Pep5des-func abla5on
• Demonstrate impact of delay parameter 𝜈 for for task from LRGB



Performance on real-world datasets

• Tasks from long-range graph benchmark; 4 different tasks
• DRew models consistently beat their non-DRew counterparts
• Fixed parameter budget of 500k
• BeBer performance even though no edge features used in DRew 

• for simplicity; we would expect use of edge features to further improve results



Sta$c 
rewiring 
benchmark

Mul$-hop 
MPNN 
benchmark

DRew mostly 
bea$ng or 
on-par with 
Transformers 



RingTransfer
• SyntheFc task for tesFng LR 

dependence
• 𝑁 rings, length 𝑛
• Target node must interact 

with source node 𝑛/2 hops 
away
• Fixed 𝑛/2 layers (needed for 

interacFon)
• 𝐶 = 5 classes
• MPNN/mulF-hop MPNN < 

Drew < Drew + Delay

• MPNN << SP-GCN (mul5-hop MPNN) << DRew << DRew + Delay
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Fixed 𝑑 abla9on on pep9des-func
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• Looking at effect of 
delay hyperparam
• Param constraint 

liQed
• Delay reduces 

impact of 
oversmoothing
• With full delay, 

performance 
improves with more 
layers. Very unusual 
for MPNNs



Conclusion
• Two contribu5ons: Dynamically Rewired message passing and Delay
• Framework applicable to any MPNN
• Reduces over-smoothing and over-squashing
• Improves on vanilla/mul5-hop MPNNs, sta5c rewiring approaches 

and Transformers for synthe5c and real-world long-range tasks

Future Work
• Inves5ga5ng expressive power
• Reduce parameter scaling (good progress already on this front!)
• Alternate distance measures



(𝜈()DRew

MPNN

𝜈)DRew

Thanks for 
watching!


