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OBSTACLES TO ADOPTING ML FOR APPLICATIONS

ML
Model

speed
limit 45

Learning-augmented algorithms offer a possible solution!

Idea: design algorithms that can flexibly balance between
data-driven and conservative worst-case decision making
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LEARNING-AUGMENTED ALGORITHMS

Although learning-augmented algorithms are promising...

more work
is required before they are suitable for applications in practice...

advantages of
learning-augmented
algorithms

Provide performance guarantees

Can exploit good predictions

Improve explainability

disadvantages of
learning-augmented
algorithms

Typically only use one prediction

Computationally expensive

Underutilize domain knowledge

Our goal: provide insights that help future learning-augmented
algorithms research be better aligned with real world desiderata
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HOW TO INCORPORATE MORE DATA?

Our idea: using predictions of multiple different quantities

Table 1: Theoretical performance guarantees of using different predictions.

Algorithm Consistency Robustness

no predictions 2 2
parameter predictions 1 1+ ϵpmax{µ−, µ+}
input predictions 2− w

T 2− w
T + ϵi

µ−

T

Different quantities have different performance profiles!
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RESULT: SOMETIMES SIMPLER IS BETTER

If we knew the errors of the different predictors:

Is the parameter
predictor error low?

Is the input
predictor error low?

Use parameter predictions Use input predictions

Use online algorithm

Yes

No

Yes

No

1.48 1.10 1.29 1.03 1.70 4.01 1.64 1.10

average case worst case

no
rm
al
ize
d
co
st

online

parameter

input

meta

Figure 1: Results of large scale experiments (18000+ trials)

A simple
classification
approach
succeeds on
real-world
data!
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RESULT: EXISTING ALGORITHMS ARE TOO CONSERVATIVE

Algorithms with trust parameters: use a trust parameter λ to smoothly trade-
off between average case and worst case performance

Table 2: Results over 9000+ trials with two different available parameter predictions

Algorithm Average Case Worst Case

parameter prediction #1 1.014± 0.005 2.817± 1.625
parameter prediction #2 1.039± 0.011 6.107± 4.164
our classification meta-alg 1.022± 0.007 1.236± 0.055
Wang et al. 1, λ = 0.25 1.052± 0.004 1.630± 0.315
Wang et al., λ = 0.5 1.102± 0.006 1.669± 0.312
Wang et al., λ = 0.75 1.155± 0.008 1.730± 0.312

Increasing λ made both the average and worst case performance worse!

1Online algorithms for multi-shop ski rental with machine learned advice (NeurIPS 2020)
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RESULT: 2 NOISY PREDICTORS ARE BETTER THAN 1

Both in theory...

Algorithm Consistency Robustness

RoBO-1 1+ λ 1+ λ+ ϵpar
(
min{ 1

λ
, µ−} − λ

)
RoBO-2 1+ λ(1− w

T ) 1+ λ
(
1− w−ϵinµ

−

T
)
+ ϵpar

(
min{ 1

λ
, µ+} − λ

)
Table 3: Performance guarantees of using just one predictor (RoBO-1) vs two (RoBO-2)

... and in practice
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Figure 2: Algorithm performance on Covid-19 distributional shift dataset
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KEY TAKEAWAYS FROM TODAY’S TALK

1
Different predictors have different profiles that can be
exploited in algorithm design (e.g. no longer require
exploration).

2
Balancing online decision making with predictions at
each time step is computationally expensive and un-
necessary for many scenarios in practice.

3
Real-world applications require that we update our
adversarial models to be more realistic and less pes-
simistic.
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