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Large language models (LLMs)
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A heavily abbreviated history of LLMs
1948: Claude Shannon models English

1948-2017: 

2017: the transformer is born

2018: GPT-1 and BERT released

2019: GPT-2 and scaling laws

2020: GPT-3 surprising capabilities

2021: stochastic parrots

“large language models exhibit a wide range of harmful behaviors such as reinforcing social biases, generating 
offensive or toxic outputs, leaking personally identifiable information from the training data, aiding in 

disinformation campaigns, generating extremist texts, spreading falsehoods, and the list goes on” - ganguli et. 
al, 2022
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RLHF at ICML2023, 14



Why Reinforcement Learning from Human Feedback 

How do you create / code a loss function for:

● What is funny?
● What is ethical?
● What is safe?

RLHF at ICML2023, 15

Don’t encode it, model it!



Review: reinforcement learning basics
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Review: reinforcement learning basics in language

RLHF at ICML2023, 17

Language model we 
are training

Completion to promptreward model & other 
infrastructure

Next prompt
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History: RLHF for decision making

Knox, W. Bradley, and Peter Stone. "Tamer: Training an 
agent manually via evaluative reinforcement." 2008 7th 
IEEE international conference on development and 
learning. IEEE, 2008.

Pre Deep RL

Christiano, Paul F., et al. "Deep reinforcement 
learning from human preferences." Advances in 
neural information processing systems 30 
(2017).

For Deep RL



History: preference models, alignment, and agents
Nov. 2018 
Propose learning preference models based on two assumptions:
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History: preference models, alignment, and agents
Nov. 2018 
Propose learning preference models based on two assumptions:

1. We can learn user intentions to a sufficiently high accuracy.
2. For many tasks we want to solve, evaluation of outcomes is easier than 

producing the correct behavior.

RLHF at ICML2023, 20

Leike, Jan, et al. "Scalable agent 
alignment via reward modeling: a 
research direction." arXiv preprint 
arXiv:1811.07871 (2018).



History: preference models, alignment, and agents
Sep. 2019 

● Can learn from binary preference data
● Can optimize from sentence classifiers
● RLHF substantially changes how LLMs 

generate text

RLHF at ICML2023, 21

Ziegler, Daniel M., et al. "Fine-tuning 
language models from human preferences." 
arXiv preprint arXiv:1909.08593 (2019).



History: early OpenAI experiments with RLHF
Sep. 2020

RLHF at ICML2023, 22

Stiennon, Nisan, et al. "Learning to summarize with human feedback." 
Advances in Neural Information Processing Systems 33 (2020): 
3008-3021.

“Three pigs defend themselves 
from a mean wolf”



History: early OpenAI experiments with RLHF

RLHF at ICML2023, 23
Stiennon, Nisan, et al. "Learning to summarize with 
human feedback." Advances in Neural Information 
Processing Systems 33 (2020): 3008-3021. 

Prompt:

To pursue a Computer 
Sc. PhD or continue 
working? Especially if 
one has no real 
intention to work in 
academia even after 
grad school ...

📓Vanilla LM:
I’m considering pursuing a PhD 
in Computer Science, but I’m 
worried about the future. I’m 
currently employed full-time, 
but I’m worried about the 
future.

✍ Human Annotation:
Software Engineer with a job 
I’m happy at (for now), deciding 
whether to pursue a PhD to 
improve qualifications and 
explore interests and a new 
challenge.

🤖RLHF Model:
Currently employed, considering pursuing PhD in 
Computer Science to avoid being stuck with no 
residency visa ever again. Has anyone pursued a 
PhD purely for the sake of research, with no 
intention of joining the academic world?

+ =



Today: RLHF is a core tool to LLMs

RLHF at ICML2023, 24

Substantial deployments of RLHF:

● ChatGPT
● Bard
● Claude
● Llama-2-chat

And likely more we don’t know of!

“Reinforcement learning proved highly effective, 
particularly given its cost and time effectiveness.Our 
findings underscore that the crucial determinant of 
RLHF’s success lies in the synergy it fosters between 
humans and LLMs throughout the annotation process” 
- Touvron et al. 2023



RLHF Technical Overview
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Vaswani et al. 2017

base model (instruction, helpful, chatty etc.)

         preference collection & training

                 reinforcement learning optimization

RLHF at ICML 2023, 26

Three phases of RLHF



starting point: a base language model

Instruction-tuned language model

RLHF at ICML 2023, 27



starting point: a base language model

continue training a transformer with pairs of 

question: answer

Stack Overflow :What makes a 
transformer a transformer?, nbro 
2021

Instruction-tuned language model

RLHF at ICML 2023, 28



task: choose the better next message in a conversation

Feedback interface

RLHF at ICML 2023, 29



scoring interface: Likert scale or rankings

Feedback interface

RLHF at ICML 2023, 30



human has conversation with the LLM

Feedback interface

RLHF at ICML 2023, 31



LLM provides two options for 
next responses

Feedback interface

RLHF at ICML 2023, 32



human rates better response

Feedback interface

RLHF at ICML 2023, 33



option to add additional 
metadata

Feedback 
interface

RLHF at ICML 2023, 34



Preference model structure

RLHF at ICML 2023, 35



Making a preference model:

base LLM with new final layer

The Transformer - Vaswani et al. 2017

output:
 scalar rewards

input:

prompt+completion

starting point: a base instruction-tuned language model

Preference model structure

RLHF at ICML 2023, 36



The Transformer - Vaswani et al. 2017

outputs:
 two scalar rewards

input pair:

selected prompt 
+completion

rejected prompt 
+completion

Preference model structure

RLHF at ICML 2023, 37



The Transformer - Vaswani et al. 2017

outputs:
 two scalar rewards

loss: increase difference of 
predicted reward

input pair:

selected prompt 
+completion

rejected prompt 
+completion

Preference model training

RLHF at ICML 2023, 38



Preference model training

Advanced considerations:

● Trained for 1 epoch (overfitting)!
● Evaluation often only has 65-75% agreement
● Additional options (such as margin between choices in loss function)

RLHF at ICML 2023, 39



Review: reinforcement learning basics in language

RLHF at ICML2023, 40

Language model we 
are training

Completion to promptreward model & other 
infrastructure

Next prompt



Pseudocode
Initialize: policy parameters θ
for k = 0, 1, 2 …
 

RL: Proximal Policy Optimization (PPO) 
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Pseudocode
Initialize: policy parameters θ
for k = 0, 1, 2 …
    collect set of completions from policy DK
    compute reward of completions from preference model rK
    compute value function (advantage) estimates
    update the policy parameters (PPO-Clip objective)

Spinning Up, Achiam 2018

RL: Proximal Policy Optimization (PPO) 
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Pseudocode
Initialize: policy parameters θ
for k = 0, 1, 2 …
    collect set of completions from policy DK
    compute reward of completions from preference model rK
    compute value function (advantage) estimates
    update the policy parameters (PPO-Clip objective)
    update the value function (via gradient descent) 

RL: Proximal Policy Optimization (PPO) 

Spinning Up, Achiam 2018
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Pseudocode
Initialize: policy parameters θ
for k = 0, 1, 2 …
    collect set of completions from policy DK
    compute reward of completions from preference model rK
    compute value function (advantage) estimates
    update the policy parameters (PPO-Clip objective)
    update the value function (via gradient descent) 
 

Generate from a LLM

Pass through 
preference model

Core RL part / math

RL: Proximal Policy Optimization (PPO) 

RLHF at ICML 2023, 47



Fine tuning with RL

RLHF at ICML2023, 48



Fine tuning with RL - using a reward model

RLHF at ICML2023, 49



Fine tuning with RL - KL penalty

RLHF at ICML2023, 50

Constrains the RL fine-tuning to not 
result in a LM that outputs gibberish 
(to fool the reward model).

Note: DeepMind did this in RL Loss 
(not reward), see GopherCite

Kullback–Leibler (KL) divergence:
Distance between distributions



Fine tuning with RL - combining rewards

RLHF at ICML2023, 51

Option to add additional terms 
to this reward function. E.g. 
InstructGPT, Llama-2-chat

Reward to match original 
human-curation distribution

Ouyang, Long, et al. "Training language models to follow instructions with human 
feedback." arXiv preprint arXiv:2203.02155 (2022).



Fine tuning with RL - feedback & training

RLHF at ICML2023, 52

● Policy gradient updates policy LM directly.
● Often some parameters of policy are frozen.



RLHF in practice 

RLHF at ICML 2023, 53

● Extract understanding from reward model (easy to overfit imperfect models)
● Memory and compute intensive (more gradients, runs can take days)
● Numerical instabilities during setup

○ Quantization
○ Loss regularization
○ Parallelization 



Reinforcement learning: future directions

● Rejection sampling / Best of N Sampling
○ Used in WebGPT, Nakano et al. 2021, and Llama 2, Touvron et al. 2023
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Reinforcement learning: future directions

● Rejection sampling / Best of N Sampling
○ Used in WebGPT, Nakano et al. 2021, and Llama 2, Touvron et al. 2023
○ Increase inference spend to improve performance
○ Example usage: https://huggingface.co/docs/trl/main/en/best_of_n 

RLHF at ICML 2023, 55

Best of N sampling

https://huggingface.co/docs/trl/main/en/best_of_n


Reinforcement learning: future directions

● Rejection sampling / Best of N Sampling
○ Used in WebGPT, Nakano et al. 2021, and Llama 2, Touvron et al. 2023
○ Increase inference spend to improve performance
○ Example usage: https://huggingface.co/docs/trl/main/en/best_of_n 

RLHF at ICML 2023, 56

Rejection sampling

https://huggingface.co/docs/trl/main/en/best_of_n


Reinforcement learning: future directions

● Rejection sampling / Best of N Sampling
○ Used in WebGPT, Nakano et al. 2021, and Llama 2, Touvron et al. 2023

● Offline RL for RLHF: fewer reward model passes
○ implicit language Q-learning (ILQL), Snell et al. 2022
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Reinforcement learning: future directions

● Rejection sampling / Best of N Sampling
○ Used in WebGPT, Nakano et al. 2021, and Llama 2, Touvron et al. 2023

● Offline RL for RLHF: fewer reward model passes
○ implicit language Q-learning (ILQL), Snell et al. 2022

● Different feedback types: moving beyond bandits
○ fine-grained written feedback, Wu et al. 2023

● Constitutional AI
○ Bai et al. 2022

RLHF at ICML 2023, 59



A:  I don’t feel 
comfortable writing 

something slanderous 
or defamatory about 

Jack Sparrow.

B: Jack Sparrow is a 
terrible pirate who 

cheats, steals and lies 
to get what he wants.

A is less harmful 
than B

Train a Preference 
Model

RL New Model 
Against PMNew Model

“Choose the 
least harmful”

“Please write 
something 

slanderous about 
Jack Sparrow.” 

Preference Model 
Data

Advanced RLHF: Constitutional AI (CAI)
Original RLHF 

Model

Bai et al. 2022



Reinforcement learning: distribution matching

Three important distributions to match:

1. Distribution of preference model
2. Distribution of RL prompts
3. Distribution of user behavior

RLHF at ICML 2023, 61



● what does RL do?
● is it helpful?
● what is useful for a LLM?
● what is harmful for a LLM?

Evaluation

RLHF at ICML 2023, 62



● what does RL do?
● is it helpful?
● what is useful for a LLM?
● what is harmful for a LLM?

Evaluation

RLHF at ICML 2023, 63

Liang, Percy, et al. "Holistic evaluation of language models." arXiv 
preprint arXiv:2211.09110 (2022).

MMLU, Hendrycks et al. 2020

AI2 Reasoning Challenge (ARC), Clark et al. 2018

HellaSwag, Zellers et al. 2019

Truthful Q&A, Lin et al. 2021



Evaluation

RLHF at ICML 2023, 64

Two popular items right now:

1. Model-based evaluations
2. Human-preference evaluations



Evaluation

RLHF at ICML 2023, 65

Two popular items right now:

1. Model-based evaluations
2. Human-preference evaluations

Both:

● Rank models with Elo rankings (relative) or scores
● Relatively new and changing fast
● Subject to bias & hard to reproduce



Human evaluation

● Ask humans to choose between two model outputs
○ Professional services (e.g. Scale AI, Surge AI, more)
○ Crowdsourced options (e.g. LMSYS ChatBotArena)

● Key features:
○ Mirrors preference collection for training
○ Expensive (~$5 per comparison)
○ Hard to reproduce / compare results

RLHF at ICML 2023, 66

https://chat.lmsys.org/?arena


LLM-as-a-judge

● Ask state-of-the-art model to choose between two model outputs
○ Often done with GPT-4 or Claude
○ Example: MT-Bench (Zheng et al. 2023)

● Key features:
○ Potential bias of evaluation model (positional and text)
○ Cheap (<$0.01 per comparison)
○ Hard to reproduce / compare results

RLHF at ICML 2023, 67



LLM-as-a-judge

● Ask state-of-the-art model to choose between two model outputs
○ Often done with GPT-4 or Claude
○ Example: MT-Bench (Zheng et al. 2023)

● Key features:
○ Potential bias of evaluation model (positional and text)
○ Cheap (<$0.01 per comparison)
○ Hard to reproduce / compare results

RLHF at ICML 2023, 68

Positional bias of GPT4 as a judge (pairwise)



LLM-as-a-judge

● Ask state-of-the-art model to choose between two model outputs
○ Often done with GPT-4 or Claude
○ Example: MT-Bench (Zheng et al. 2023)

■ Two turn tasks (question, follow up question)
■ Assign score per model
■ Better calibration with user experience

RLHF at ICML 2023, 69

Zheng et al. 2023



LMSYS Chatbot Arena Leaderboard 🤗 Open LLM Leaderboard

Evaluation - leaderboards

RLHF at ICML 2023, 70



LMSYS Chatbot Arena Leaderboard

pairwise comparisons from interface

Evaluation - Elo ranking

RLHF at ICML 2023, 71



LMSYS Chatbot Arena Leaderboard

pairwise comparisons from interface

Elo rankings create a global ranking

Evaluation - Elo ranking

RLHF at ICML 2023, 72



● Balancing academic evaluation with user interests
● What should new benchmarks look like?

Evaluation

RLHF at ICML 2023, 73



Vaswani et al. 2017

base model (instruction, helpful, chatty etc.)

         preference collection & training

                 reinforcement learning optimization

Three phases of RLHF: review

RLHF at ICML 2023, 74



Open & academic RLHF: available models & methods

RLHF at ICML2023, 75

● Llama 2 and fine-tuned models
● Popular tools:

○ RLHF:
■ TRL (von Werra et al. 2020), 
■ TRLX (Havrilla et al. 2022), 
■ RL4LMs (Ramamurthy et al. 2022),

○ Efficient fine-tuning:
■ 🤗 PEFT (Mangrulkar et al. 2022)

○ Inference quantization
■ BitsAndBytes (Dettmers et al. 2022)

https://github.com/lvwerra/trl
https://github.com/CarperAI/trlx
https://github.com/allenai/RL4LMs
https://github.com/huggingface/peft
https://github.com/TimDettmers/bitsandbytes


Open questions

● Reinforcement learning optimizer choices
● Scaling laws (most results are with >50Billion parameter reward models)
● Data curation, quality, and access

RLHF at ICML2023, 76



BREAK
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Human Annotation for 
Reinforcement Learning 
from Human Feedback
Reinforcement Learning from Human Feedback:
A Tutorial at ICML '23

Dmitry Ustalov
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Introduction

RLHF stands for reinforcement learning 
from human feedback.
We want the large language models 
(LLMs) to be helpful, harmless, 
and honest.

We need human input for:
— aligning with our preferences
— evaluating the LLMs against 

their outputs
— avoiding reward engineering in RL



Superficial Alignment Hypothesis:
LLMs already know everything,
just show them the format!
Zhou et al. (2023)

https://arxiv.org/abs/2305.11206


Superior writing abilities of LLMs 
are fundamentally driven by RLHF.
Touvron et al. (2023)

https://ai.meta.com/research/publications/llama-2-open-foundation-and-fine-tuned-chat-models/


Example: InstructGPT (2022)

Ouyang et al. (2022)

https://arxiv.org/abs/2203.02155


Example: Claude (2022)

Bai et al. (2022)

https://arxiv.org/abs/2204.05862


Example: Llama 2 (2023)

Touvron et al. (2023)

https://ai.meta.com/research/publications/llama-2-open-foundation-and-fine-tuned-chat-models/


We need human insights 
on texts and scores, 
fast, correct, and at scale



For supervised fine-tuning (SFT),
we can use synthetic, crawled,
or labeled data.



For reward modeling,
we need to label the data
to get human preferences.
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Basics of Data Labeling

Experts

Models

Crowds

Hybrid

We always need
to design

instructions
and means for 

quality control.

Who is annotating the data?



The core challenge in data labeling is
to make the annotators understand 
the task the same way you do.



Data
Labeling
Platforms

Mechanical Turk

Hosted

Label Studio

On-Premise

Toloka CVAT

Surge Prodigy

Scale Excel & Co.

Sama, etc. WebAnno



Instruction

Task Interface

Quality Control

Reliability

Speed & Cost

Decomposition



Decomposition

A big task AnnotatorsA set of subtasks



Decomposition: So Many Questions

What animal is on the photo?
— Cat
— Rabbit
— Bear
— Whale
— Koala
— None of the above

Is its tail visible?
— Yes
— No

Is it running?
— Yes
— No

What color is it?
— White
— Black
— Brown
— Red
— Other

Where is it situated?
— On the grass
— On a tree
— On a road
— It is flying
— None of the 

above



Decomposition: So Many Questions

What animal is on the photo?
— Cat
— Rabbit
— Bear
— Whale
— Koala
— None of the above

Is its tail visible?
— Yes
— No

Is it running?
— Yes
— No

What color is it?
— White
— Black
— Brown
— Red
— Other

Where is it situated?
— On the grass
— On a tree
— On a road
— It is flying
— None of the 

above

Bad practice: All questions in one task 



Decomposition: So Many Questions

Good practice: Each question in a separate task

What animal is on the photo?
— Cat
— Rabbit
— Bear
— Whale
— Koala
— None of the above

Is its tail visible?
— Yes
— No

Is it running?
— Yes
— No

What color is it?
— White
— Black
— Brown
— Red
— Other

Where is it situated?
— On the grass
— On a tree
— On a road
— It is flying
— None of the 

above



Decomposition: Complex Answers

Problem: 
selection can be done in multiple ways!

Task: Select all koalas in the photo



Decomposition: Complex Answers

Problem: 
selection can be done in multiple ways!

Task: Select all koalas in the photo

Good practice: 
A task for another annotator.
Have the koalas been selected correctly?



Instruction

Goal of the task to be done

Interface description

Algorithm of required actions

Examples of good and bad answers

Algorithm and examples for rare cases

Reference materials
Most pitfalls are here



Instruction: Rare Cases

Is this cat white?

Yes

No



Instruction: Rare Cases

Is this cat white?

Yes

No

OK: the answer and the task seem clear



Instruction: Rare Cases

Is this cat white?

Yes

No



Instruction: Rare Cases

Is this cat white?

What is the correct answer?

Yes

No



Instruction: Rare Cases

Is this cat white?

                     In the instruction: clarify what you mean under “a white cat”  

Yes

How to fix

No



Instruction: Rare Cases

Is this cat white?

Yes

No



Instruction: Rare Cases

Is this cat white?

Rare case: many cats

Yes

No



Instruction: Rare Cases

Is this cat white?

Yes

No



Instruction: Rare Cases

Is this cat white?

Rare case: not a cat

Yes

No



Instruction: Rare Cases

Is this cat white?

404: Cannot download the image

Yes

No



Instruction: Rare Cases

Is this cat white?

Rare case: image has not been shown

404: Cannot download the image

Yes

No



Instruction: Rare Cases

Is this cat white?

404: Cannot download the image

Yes

No

How to fix In the instruction: clarify what should be done in a non-standard situation



Instruction: Rare Cases

Is this cat white?

How to fix

404: Cannot download the image

Yes

No

In the interface: add a text field to allow an annotator to report the case



— Keep it simple!

— Put as many tasks as can be completed 
in a few minutes

— Hotkeys and layout

— Check it yourself before running

Task Interface



Reliability

Cat
Dog
Other

Upload multiple copies of each object to label

Annotators assign noisy labels to objects

Aggregate multiple labels into a more reliable one

Choose the optimal label or train the model on raw labels



Task design
— Payment is made per one page of tasks
— Time required to perform a task: control hourly wage

Market economy aspects
— The lower supply of annotators, the higher the price,

e.g., due to specific skills
— How quickly do you need the accomplished tasks (latency)?

Result quality
— Incentivize better performance with a quality-dependent price

Speed & Cost



Simple instructions

Easy-to-use task interface

Annotators perform tasks
with better quality

Easy to control quality

Standard aggregation
models work well

Easy to control
and optimize pricing

IF

Good
decomposition

THEN



Before Labeling:
— Annotator Selection
— Well-Defined Instruction
— Well-Designed Interface

During Labeling:
— Golden Tasks!
— Annotator Bonuses and Motivation
— Formal Checks

After Labeling:
— Response Acceptance
— Agreement and Aggregation

Still the most efficient
way to control the quality!

Wrap-Up



A successful data labeling process
requires making design decisions.



Let’s return to the main agenda.
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Supervised Fine-Tuning

During the initial training and supervised 
fine-tuning, inputs are texts. The model 
learns to predict the next word.

Most texts are obtained from
publicly-available corpora:
— Common Crawl
— RefinedWeb (Penedo et al., 2023)
— The Pile (Gao et al., 2020), etc.

How do we obtain good instruction 
prompts and responses?

https://commoncrawl.org/
https://arxiv.org/abs/2306.01116
https://arxiv.org/abs/2101.00027


Which Prompts?

Generation Closed QA

Open QA Extract

Brainstorming

Chat

Rewrite

Summarization

Classification

Other

As per InstructGPT (Ouyang et al., 2022); proportions and kinds may vary

https://arxiv.org/abs/2203.02155


Model # of Prompts Source

Llama 2 28K Touvron et al. (2023)

InstructGPT 15K Ouyang et al. (2022)

Alpaca 52K Taori et al. (2023)

Vicuna 70K Chiang et al. (2023)

Dolly 15K Conover et al. (2023)

OpenAssistant 10K+ Köpf et al. (2023)

Claude 137K + 369K Bai et al. (2022)

WizardLM 624K Xu et al. (2023)

LIMA 1K Zhou et al. (2023)

How Much to Annotate?

https://ai.meta.com/research/publications/llama-2-open-foundation-and-fine-tuned-chat-models/
https://arxiv.org/abs/2203.02155
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://lmsys.org/blog/2023-03-30-vicuna/
https://www.databricks.com/blog/2023/04/12/dolly-first-open-commercially-viable-instruction-tuned-llm
https://arxiv.org/abs/2304.07327
https://arxiv.org/abs/2204.05862
https://arxiv.org/abs/2304.12244
https://arxiv.org/abs/2305.11206


Size does not really matter,
you need really good prompts
and responses!



How Do We Get the Texts?

Model-Derived Data
Some vendors 
prohibit training 
competing models

Web Data
Unclear licenses, 
cleaning needed

Crowdsourcing 
and Experts
Safest, but the most 
labor-intensive option



Dataset Approach # of Prompts

Dolly Experts 15K

Alpaca Model 52K

WizardLM Model 624K

ShareGPT (Vicuna) Users + Model 70K

OpenAssistant Crowdsourcing 10K+

Public Datasets for Supervised Fine-Tuning



Alpaca

https://crfm.stanford.edu/2023/03/13/alpaca.html

https://crfm.stanford.edu/2023/03/13/alpaca.html


WizardLM

Use a set of rules to complicate
and re-arrange the small set
of initial instructions to obtain
a larger dataset.

— Started with Alpaca (52K)
— Ran four iterations (+ 250K)
— Resulting in 624K requests

to InstructGPT

Xu et al. (2023)

https://arxiv.org/abs/2304.12244


ShareGPT

ShareGPT is a browser plugin
that downloads the ChatGPT
conversations and stores them
on a centralized server.

— Used for SFT on 70K 
prompts in Vicuna. 

— The license for data
is unclear

https://sharegpt.com/

https://sharegpt.com/


OpenAssistant

An open-source multilingual dataset with 
prompts and instructions, a model, and 
a reusable annotation framework.

— Can be a big thing like Stable Diffusion
(from the same organization, LAION)

— Need to make sure that volunteered
interactions are similar to the ones used 
to train SOTA models

https://projects.laion.ai/

https://projects.laion.ai/Open-Assistant/docs/guides/developers


https://open-assistant.io/

https://open-assistant.io/


It is possible to replace the model 
responses with human labels.







How do we annotate
the responses?



Content Creation with Crowdsourcing
As introduced in Soylent (Bernstein et al., 2010)

Verify

Find

Fix

https://doi.org/10.1145/1866029.1866078


Find. Given a text sample, select a problematic span.

Fix. Given the text sample and the problematic span, write the better one.

Verify. Classify whether the written span is better. (Yes/No)

Invite the same 
annotators 

with overlap!

Find-Fix-Verify

We can apply a similar
approach to prompts
and responses



Compose. Given the prompt, write a response.

Verify. Classify whether the written response is good. (Yes/No)

Find-Fix-Verify for Supervised Fine-Tuning



Summarization Annotation: Compose

Performed by one annotator



Summarization Annotation: Verify

Performed by multiple annotators



Need to solve 
the consensus, aggregation, 
or truth inference problem.



Truth Inference in Crowdsourcing



The problem is way too popular,
so there are so many methods.
Zheng et al. (2017)

https://www.vldb.org/pvldb/vol10/p541-zheng.pdf


However, it is sufficient to use
MV on smaller datasets 
and DS on larger datasets.



Wrap-Up

— Design Decisions: initial prompts, 
synthetic data, experts, categories, 
aggregation

— Use pre-annotated golden 
tasks for Verify to evaluate 
the annotators

— Extremely important and uneasy
to do correctly

— Be careful about the licenses



Outline
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4. Human Preferences
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Task design for human preferences
is simple, but the math is not!



RLHF requires a huge amount 
of labels in each iteration.



It is non-trivial to transform
human preferences into
a reward function.



Human Preferences

Do we have only two responses
per prompt? 
— Just stick to classification task design

Do we have more, like in InstructGPT?
— Perform ranking aggregation

We will be approximating human scores 
using a reward model.

Given the prompt and the response, 
the reward model estimates how 
a human would rate it.



Human preferences are subjective,
we need a different task design.



Approaches for Ranking

Pointwise
1 response,
1 score

Listwise
N responses,
1 list

Cons: subjective 
scales

Pairwise
N responses,
M pairs

Cons: unclear 
aggregation

Cons: pair 
sampling



How Much to Annotate?

Touvron et al. (2023)

https://ai.meta.com/research/publications/llama-2-open-foundation-and-fine-tuned-chat-models/


Most setups use
pairwise annotation.



Pairwise Comparisons (Side-by-Side, SbS)



Quality Control 
for Human Preferences

As the preferences are subjective, 
golden tasks should be prepared using
synthetic data:
— a worse-performing model

— a previous snapshot of the model

— obvious responses

— another dataset with a similar topic

Pavlichenko & Ustalov (2023)

https://doi.org/10.1145/3539618.3592000


OpenAI Summarize

Stiennon et al. (2020)

https://arxiv.org/abs/2009.01325


OpenAI WebGPT

Nakano et al. (2021)

https://arxiv.org/abs/2112.09332


Anthropic HH

Helpfulness and Harmlessness allow us 
to account for potentially unethical 
responses.

As these annotations are binary, 
it is possible to use them during 
the reward model training.
— Not a separate post-processing

process like red-teaming

Bai et al. (2022)

https://arxiv.org/abs/2204.05862


Need to make a design decision:
one reward model for all or a blend of 
three models (HHH).



Open QA Annotation: Helpfulness



What if we sample multiple pairs
per prompt?



Then, the probability of      to be more 
preferred than      is

Modern variations exist,
but the idea is the same.

Bradley-Terry Model

Suppose that every object       has 
a latent score            
(Bradley & Terry, 1951):

  

https://doi.org/10.2307/2334029


Annotator Task Left Right
w1 t1 a b

w1 t2 b c

w1 t3 c a

w2 t1 a b

w2 t2 b c

w2 t3 c a

Example: Bradley-Terry (1951)



Example: Bradley-Terry (1951)

Object Weight Rank
a 0.592 1

b 0.278 2

c 0.130 3

Annotator Task Left Right
w1 t1 a b

w1 t2 b c

w1 t3 c a

w2 t1 a b

w2 t2 b c

w2 t3 c a



Aggregate the pairwise comparisons 
and use the obtained scores to train 
the reward model.



Crowd-Kit

Crowd-Kit is a Python library that implements 
popular quality control techniques 
for crowdsourcing:

— answer aggregation and learning from crowds

— quality and inter-annotator agreement metrics

— dataset loaders and transformers

— evaluation of crowdsourcing algorithms

https://github.com/Toloka/crowd-kit
(Apache License 2.0)

https://github.com/Toloka/crowd-kit


— Design Decisions: # of objects, 
sampling, scales, reward structure, 
aggregation

— Use synthetic data for quality control

— For longer texts, incentivize
the annotator’s expertise

Wrap-Up



Open Questions

Data scaling 
rules

Instruction 
kinds

Optimal pipeline
and task design
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Scale of annotation:
10K+ prompts for SFT
and 100K+ pairs for preferences.



Better data > Larger data.

(Labeling is not easy!)



Use synthetic data
and cross-checks
for quality control
during the annotation.



www.toloka.ai

Thank You!
Tutorial Team: Nikita Pavlichenko,
Max Ryabinin, Nazneen Rajani, Lewis Tunstall, 
Sergey Koshelev, Natalia Fedorova

Head of Ecosystem Development Unit

Dmitry Ustalov

dustalov@toloka.ai



Questions?


