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There are few rigorous and efficient algorithms developed for pAUC maximization 
for deep learning. Our pAUC maximization method with distributional robust 
optimization (DRO) technique can provide the exact&soft estimators and 
convergence guarantee.
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• Non-parametric estimator
• One way Partial AUC (OPAUC)

• Two way Partial AUC (TPAUC)
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• Surrogate function:

• CVaR-based (exact) estimator:
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• KLDRO-based (soft) estimator:
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• KLDRO-based (soft) estimator:
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Thank you!


