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Issues With One-shot Generation

A one-shot generator needs to control the 
global graph structure by local interactions

● this becomes harder and harder as the 
graph becomes larger

Autoregressive methods avoid this adding 
only a few nodes at a time.

No node can see the cycle without gathering 
information about the entire graph. 



Motivation: Taking Inspiration From Spectral Graph Theory

Idea: generate the top-k 
eigenvectors/values first 
and use them to condition 
the graph generator.
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Eigenvector Refinement
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Planar Graphs



Stochastic Block Model Graphs



Protein Graphs



Molecular Graphs



Limitations - Potential for Future Work!

● Complex architecture
● Large memory requirements (OOM on 24GB GPU for ~600 node graphs)
● Generating eigenvectors is hard

Spectral MMD ratios
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