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Optimization Problems

 Finite-Sum Composite Minimization Problem
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Optimization Problems

 Equality-Constrained Finite-Sum Problem
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Motivations and Contributions

We attempt to answer the following questions, which are not  fully addressed in the 

existing literature yet:

• For Problem (1),  there is still a gap between the best-known oracle complexity [1] and 

its lower bound [2]. Can we design a simple algorithm to close the gap in theory?

• For  structure-regularized problem (2), there is a big gap between the convergence 

rates of prior works and the lower bound in [3]. Can we obtain the optimal 

convergence rate in both theory and practice?

 Motivations

[1] Song, C., Jiang, Y., and Ma, Y. Variance reduction via accelerated dual averaging for finite-sum optimization. NeurIPS, 2020.

[2] Woodworth, B. and Srebro, N. Tight complexity bounds for optimizing composite objectives. NIPS, 2016.

[3] Xie, G., Luo, L., Lian, Y., and Zhang, Z. Lower complexity bounds for finite-sum convex-concave minimax optimization 

problems. ICML, 2020.
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Motivations and Contributions

 Contributions

• For Problem (1), we propose a novel directly accelerated stochastic variance reduced gradient (DAVIS) 

method, which has two snapshots and new momentum accelerated rules with a new compensated stochastic 

gradient operator. 

• we prove that DAVIS obtains an optimal convergence rate 𝑂(1/(𝑛𝑆2)),  and the oracle complexity of 

DAVIS is 𝑂(𝑛 + 𝑛𝐿/𝜖), which is identical to the lower bound in [1].
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Motivations  and Contributions

 Contributions

• We also propose a directly accelerated stochastic ADMM (DAVIS-ADMM) algorithm to solve Problem (2), and 

prove that DAVIS-ADMM attains the optimal rate 𝑂
1

𝑛𝑆
, and the optimal oracle complexity 𝑂 𝑛 +

𝐿

𝜖
.
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Main Ideas of DAVIS for Problem (1)

The second snapshot The first snapshot

 New Scheme of Double Snapshots in Outer Loop
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Main Ideas of DAVIS for Problem (1)

Momentum

Acceleration

 New Stochastic Update Schemes in Inner Loop
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Main Ideas of DAVIS for Problem (1)

Compensated stocashtic gradient estimator：

New Stochastic Update Schemes in Inner Loop
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Optimal Convergence Guarantees

Upper bound of double snapshot update Upper bound of one-iteration
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Optimal Convergence Guarantees

OPTIMAL CONVERGENCE RESULTS
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Our DAVIS-ADMM  Algorithm

DAVIS-ADMM Algorithm Optimal Convergence Guarantees
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Experimental Results
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Thank you!


