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• Unique distributed learning framework with decentralized data
▪ Server learns a shared model through collaboration with a large number of remote clients
▪ Achieve the basic level of privacy since the server does not observe training data directly
▪ Each client runs a number of iterations to minimize communication costs with the central server
▪ The server constructs a shared model via model averaging

Federated Learning
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Main Challenge: Data Heterogeneity

• Data distributions of individual clients are different from the global distribution
▪ Multiple local updates on non-iid data distributions lead to client-drift
▪ Individual client updates are prone to diverge and inconsistent
▪ Overfit on local skewed data

• This challenge is exacerbated when the client participation rate per round is low
▪ Unstable client device operations and limited communication channels
▪ Hampers the convergence to the optimal average loss over all clients
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• Regularize local model updates to prevent a large deviation from the global model
▪ Variance reduction techniques
▪ Dynamic regularization based on local gradient
▪ Ensure the similarity of the representations between the global model and local networks

Existing Frameworks
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Need additional communication cost per round

Extra memory requirements in clients to store local historical states
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• Knowledge distillation based methods
▪ Use the global model as a teacher 
▪ Matches the representations of the local model to those of the teacher at the logit level

Existing Frameworks
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Utilize global knowledge on whole data distribution

The parameters in the lower layers are less affected

Merely simulating the fixed output of the global model is sub-optimal
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• Knowledge distillation based methods
▪ Use the global model as a teacher of local model
▪ Matches the representations at the logit level

Existing Frameworks
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• Layer-wise KD techniques
▪ Minimize the L2-distance between activations of the local model and those of the global model

All intermediate layers are affected

Independent supervisions at multiple layers may lead to inconsistent and 
restrictive updates of model parameters
Still merely simulating the fixed output of the global model

Utilize global knowledge on whole data distribution

The parameters in the lower layers are less affected

Merely simulating the fixed output of the global model is sub-optimal
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Multi-Level Branched Regularization (FedMLB)

• Multi-level hybrid branching
▪ Augment a subnetwork in the global network              to a local subnetwork
▪ Construct different hybrid pathways depending on branching locations
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Multi-Level Branched Regularization (FedMLB)
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• Online knowledge distillation 
▪ Encourage the representation of individual hybrid pathways to be similar to the main branch 
▪ Use two different loss terms; the cross-entropy loss        and the knowledge distillation loss
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• Online knowledge distillation 
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• Final loss function 
▪
▪ Update the model parameters in the main pathway of the local network while the blocks from the 

global network in the hybrid pathways remain unchanged

Multi-Level Branched Regularization (FedMLB)
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• Final loss function 
▪
▪ Update the model parameters in the main pathway of the local network while the blocks from the 

global network in the hybrid pathways remain unchanged

Multi-Level Branched Regularization (FedMLB)

11

Image

Hybrid Pathway 1

Hybrid Pathway 2

Main Pathway

Constrains the representation 

of the main pathway using 

on-the-fly outputs of the 

hybrid pathways

Distributes the workload of 

the network across multiple 

blocks for adapting the local 

data



ICML 2022

• Learning procedure

Multi-Level Branched Regularization (FedMLB)
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No requirement of additional 

communication overhead
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• Learning procedure

Multi-Level Branched Regularization (FedMLB)
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Clients are not supposed to store historical 

information of the model

No requirement of additional 

communication overhead
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• FedMLB with server-side optimization techniques
▪ Moderate-scale with Dir(0.3): 100 clients, 5% participation

Experimental Results
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(a) CIFAR-100 (b) Tiny-ImageNet
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Experimental Results

• Comparison with other local objectives on CIFAR-100
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(a) Dir(0.3), 100 clients, 5% (a) Dir(0.3), 500 clients, 2%



ICML 2022

Conclusion

• A simple but effective architectural regularization technique to handle heterogeneous 
data distribution involved in federated learning

▪ Online distillation between the main pathway and multiple hybrid pathways
• Reduce the drift of the representations in the local models from the feature space of the global model

▪ Two desired properties
• No additional communication cost
• No requirement to store the history of local states

▪ Demonstrate remarkable performance gains in terms of accuracy and efficiency compared to existing 
methods.
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