KAIST Industrial & Systems Engineering Dept.
. APPLIED ARTIFICIAL INTELLIGENCE LAB

From Noisy Prediction to True Label:
Noisy Prediction Calibration via Generative Model

HeeSun Bae*, Seungjae Shin*, Byeonghu Na, JoonHo Jang,
Kyungwoo Song, [I-Chul Moon

Correspondence to: |I-Chul Moon <icmoon@kaist.ac.kr>

KAIST Copyright © 2022 by Bae HeeSun, Shin Seungjae, Dept. of Industrial and Systems Engineering, KAIST



Learning with Noisy Labels

* Noisy labels are inevitable
- Large-size dataset is unanimous for the success of DNNSs.
* Yet such large-scale dataset creation is arduous and prone to errors in their label annotations.
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Learning with Noisy Labels

- Noisy labels are inevitable
- Large-size dataset is unanimous for the success of DNNSs.
* Yet such large-scale dataset creation is arduous and prone to errors in their label annotations.

What we want

R.(f) = Exy)~pey) [L(f (x),¥)]
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Learning with Noisy Labels

- Noisy labels are inevitable
Large-size dataset is unanimous for the success of DNNs.
Yet such large-scale dataset creation is arduous and prone to errors in their label annotations.

What we get What we want
REP(F) = 2 X L(FCo), 70 Ry (F) = Egiy-pe (LG, )

- Existing methods are still not robust to label noises: They should solve two problems
simultaneously.

Train a classifier

Manage noisy label problem
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Learning with Noisy Labels

- Noisy labels are inevitable
Large-size dataset is unanimous for the success of DNNs.
Yet such large-scale dataset creation is arduous and prone to errors in their label annotations.

What we get What we want
REP(F) = 2 X L(FCo), 70 Ry (F) = Egiy-pe (LG, )

- Existing methods are still not robust to label noises: They should solve two problems
simultaneously.

Train a classifier
Manage noisy label problem

* Modelling of reducing the gap between the prediction of trained classifier and the true
latent label is necessary!
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Motivation

Noisy Predicted
Label Label

Input True
Sample Label
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Motivation

Noisy Predicted
Label Label

[ Noisy labeling ] [ Trained Classifier
Function ¢ Function ¥

( Optimal ) ‘
CXJ | Function ¢ @

Input True
Sample Label
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Motivation

KAIST

Minimize L(f(x),y)

Noisy C

Label Minimize L(T - f(x),y)

(3) | with Ty =pG = jly =k )

Noisy labeling Trained Classifier
Function ¢ Function ¢

Optimal

Predicted
Label

Function y-*

Utilized during
learning procedure
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Motivation

POIX) = ) P17, VpGI0)
y

. o~ dicted
e | with Hy(x) = p(y = j|9 = k,x) P

Prediction
Calibration
with H (ours)

Utilized as
| Post-processijg

Noisy labeling Trained Classifier
Function ¢ Function ¢

Optimal .
Function y~ y
Input Utilized during True
Sample learning procedure Label
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Motivation ' ‘ B
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Noisy . ~ Predicted
label g Noise level of yreduced by Label
existing algorithms

7y y learned from noisy label y

can be still noisy

, , . . Prediction
N<F3|sy LgbeITg Tra||!1ed tC.ZlassAlfler TS ey
unction unction
© i with H (ours)
Utilized as
post-processing
\ ) 4
Optimal :/
Function y~ y
Input Utilized during True
Sample learning procedure Label
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NPC: Noisy Prediction Calibration

» Generative Process
1. y~Dir(a,)
2. §~Multi(my )

- Bayesian Network
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NPC: Noisy Prediction Calibration

- Bayesian Network | < Generative Process

1. y~Dir(a,)

‘ 2. y~Multi(my,,,)

- p(y/7,x) is intractable!

i * > Minimize KL(q(y|¥, x)|p(y|37, x))
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NPC: Noisy Prediction Calibration

- Bayesian Network | ° Generative Process

. yNDir(ax)

' y~Multi(rmy )

* p(y|y, x) is intractable!

i - Minimize KL(q(y|¥y, x)|p(y|)7, x))

* Neural Network structure of NPC  p(y|x) = Z a6y, %) py(3|x)
y

Classifier-based Prior py(y|x) with KNN
Fixed Learnable
Voo l
i, | pre-
trained ~ Encoder Decoder
X = clasﬂfier y —P 44 Y|y, x) y —P o (VY. x) y
ps(¥|x) X — X —
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NPC: Noisy Prediction Calibration ' ‘.

+ Although NPC works as a post-processing algorithm, H provides a same pathway to correct
the noisy classifieras T.

POIN) = ) 4,019.%) Py GIv)
y

by (x) = DO

p(y = klx)

ZP()A’ = kl|y =1,2)T;;(x)

!  Trainable Function
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NPC: Noisy Prediction Calibration
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+ Although NPC works as a post-processing algorithm, H provides a same pathway to correct
the noisy classifieras T.

p(y = jlx)

p(y = k|x)

Higy () = > @ = kly = 40T, ()

* NPC can approximate T good enough. TSRITUID CRRRUTLISS CWECIIIIIIE
* Values in parentheses are the MSE between the “m
estimation o .

* NPC can also generate the transition matrix with R R
comparable quality. 23 45 6 TUCEREY

(a) True Transition (b) Forward (0.004)  (c) Dualt (0.004)

f=3 ml'll'\'u.'l'ﬁI'\l.'l'-l'l1|'|'.l'l'\|lp.'.:|'ll'\2".llil'-.: o ml":m.l‘lill:'l'l'l"u'."‘:.'l.-'.l'"lll'l'."l.'l'-.: o mﬁl\'u'.l'll'll:"ﬁl'\li'."l'llp.'l"lM'."l'\l-'.l
e o1 [ s o oo [0 19 404 BB 5 e v 08 b fLEs .05 088 02 .08

H 50 g0 0a% 003 201 DS
re DIND LD DLOA 30 Cub 005 3.0
nEl0n

B
g
E
H
:H
H
E

¢ 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 &8 9 0 1 2 3 4 5 6 7 &8 9

(d) TVR (0.003) (e) CausalNL (0.005) I(f)NPC{U.DﬂQ}I
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Experiment Result

» Test accuracy : Synthetic Datasets

MNIST Fashion-MNIST CIFAR-10
Model Clean IDN  Clean SN ASN IDN SRIDN Clean SN ASN IDN SRIDN
- 40% - 209% 80%  20% 40% 20%  40% 20%  40% - 20% 80% 20% 40% 20% 40% 20% 40%
CE 97.8 663 &7.1 740 270 810 773 684 521 S8lLO 673 369 731 151 802 714 729 539 7206 6L8
wi NPC 98.2 89.0 884 840 358 859 862 825 745 SL8 694 890 808 17.0 847 788 809 599 743 643

Joint 930 936 828 820 60 821 823 827 824 806 746 830 789 83 B8L5 768 804 645 706 622
w/ NPC 940 96 836 827 60 829 829 834 830 8lL1 755 844 802 83 B30 777 807 691 720 636

Coteaching 98.0 875 87.0 825 642 882 736 818 754 840 750 885 825 207 865 766 8lL5 752 753 666
w/ NPC 98.3 906 883 858 660 885 Tie 851 787 842 753 892 853 321 871 768 B48 T8RS T6l 672

JoCoR 978 933 BR7 86.0 27.6 B8B9 794 863 832 3819 T3 891 836 248 826 733 3818 753 752 661
w/ NPC 98.3 961 898 880 315 892 827 S8R0 857 822 723 893 860 270 B51 T9.0 B58 B0l 759 667

CORES2 970 488 872 7406 B9 71O 743 800 581 S8L3 T2 BT 70.1 312 790 712 703 509 728 620
w/ NPC 98.0 67.2 B85 843 102 825 BL0O 840 Y6 822 T49 882 804 307 842 B804 804 656 T42 641

SCE 977 o666 870 740 27.0 820 774 683 520 S8L1 675 869 731 151 802 714 729 539 726 618
w/ NPC 98.2 887 883 837 355 864 867 820 752 818 697 8§74 750 152 8L5 752 754 556 729 625
Early Stop 965 733 875 836 495 B4l 766 795 554 833 726 B3O 791 I8RO 8OO T0.6 Y71 0625 714 606
w/ NPC 979 908 887 859 629 876 871 843 753 840 T60 840 B25 182 8L2 T2.0 794 651 721 630
LS 978 662 875 739 278 BlLS 7.0 690 525 8Ll 675 869 Y3l 151 B2 Y14 729 539 726 618

w/ NPC 98.2 886 886 837 352 860 864 822 747 S8L6 695 890 B08 155 847 T88 809 599 T43 643
REL 980 907 881 846 701 828 762 846 755 817 781 807 749 21.2 T28 699 755 518 693 638

wi NPC 97.9 955 869 85:0 70.3 853 830 838 86_1 829 783 834 786 260 759 761 TS 512 T0.7 642

Forward 98.0 679 B85 774 243 833 792 752 569 824 695 853 TLE 169 782 701 702 5345 732 635
w/ NPC 984 9.1 896 853 330 872 868 868 805 833 737 887 B8L5 17.2 838 T45 803 633 T48 650

DualT 967 943 863 845 100 869 831 851 685 827 732 843 793 76 806 T7.1 786 TL2 687 63.1
w/ NPC 978 966 882 859 100 87.6 843 863 723 834 T49 Be.0 830 84 B30 775 BLO 773 T0.1 64.0

TVR 977 644 BTO 7206 249 BOO T64 6063 517 8l4 677 BOT 719 152 T8RS Y12 U723 536 722 622
w/ NPC 98.1 845 883 823 319 849 B53 798 736 B8B21 T03 B8B83 BO.8 157 841 765 BO8 607 T45 645

CausalNL 98.1 852  BB.l 84.0 515 BBE 84 834 752 B0 712 B9.L6 Y799 170 B840 T48 799 o604 T40 635
w/ NPC 98.6 945 894 8B7.0 589 893 887 876 833 833 741 897 BlL2 188 850 748 812 T7LY 753 639

KAIST Copyright © 2022 by Bae HeeSun, Shin Seungjae, Dept. of Industrial and Systems Engineering, KAIST



Experiment Result ' ‘ L
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- Test accuracy : Real Datasets

Food-101 Clothing1M
Method w.of NPC~ w/NPC w.of/ NPC w/NPC
CE 718.37 80.21+02 68.14 70.83+0.1
Early Stop 713.22 76.80+03 67.07 70.21+01
SCE 75.23 78.26+03 67.77 70.36+0.1
REL 78.96 78.95+04 62.53 64.83+0.1
Forward 83.76 83.77+03 66.86 70.02+0.1
DualT 57.46 61.82+07 70.18 69.99+04
TVR 77.34 79.37+01 67.18 69.44+0.1
CausalNL 86.08 86.29+00 68.31 69.90+0.2
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Experiment Result

* NPC as a post-processor

KAIST

le}
w

Accuracy
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MNIST
Early Stop Forward CORES JOCOR
FMNIST
Early Stop Forward CORES JOCOR
CIFAR-10
Early Stop Forward CORES JOCOR

DualT

DualT

I

DualT

Baseline [ w/KNN [ w/RoG || BB w/ NPC‘

 NPC shows the best

performances among
post-processors

Method Label Correction
Noise Joint LRT MLC CauseNL
SN 80.0+06 829402 Tl.1£19 T77.2+415
IDN 78.6+13 825402 722426 784417
Method Post-processing
Noise | LRT*  MLC* CauseNL* [ NPC |
SN |82 7401 82.2+19  83.5405 [|85.3%03
IDN [82.9402 82.1404  83.3x05 [84.8+0.1

* NPC achieves better accuracy
than Label Correction methods

- Asterisks represent label
correction to model prediction
(application as post-processor)
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Experiment Result

« NPC as a Generative Model

Ceasar salad Cannolli ~_Carrot cake Ceviche Cheese plate Churros

CausalNL

NPC
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Experiment Result

« NPC as a Generative Model

Ceasar salad Cannolli

CausalNL

NPC

Carrot cake Ceviche

Cheese plate

Churros

Clean Label (y = ¥)

Noisy Label (y # ¥)

[ (@y#y &y#9

(b) (d)
—y& y &
"FY y?ty

e)y+y " &y+y

) (h)
_y& —
y *y ;e

* A good post processor
should increase
and decrease

y =9 y = y =
b d o) [ (h) ] .
(@ [0 © [@]] @ [0] @ [( "1l < NPC a cautious corrector
NPC s | 89| 39799 | 86 [ 9035 o949 15| 19 _
CausalNL* | 39 |58 32459 L’4Z6J 2446 (7539 31 L@ I CausalNL more risk-taker
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Experiment Result

NPC identifies potential noises in benchmarks

HOGEECDRERSA

1->7 8->9 4->9 5->6 7->2 4->9 9->4 4->9 5->6 9->7
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6->0 3->5 6>1 6>8 257 9>Q 7>3 7->1 9>7 7->2

MEINLONZ@WOms
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C->D TS->D T->D SN->A S->TS T->D S->D TS->D P->TS S->TS
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Conclusion

- We introduce novel post-processing method ‘NPC’ (Noisy Prediction Calibration)
NPC models the relation between output of a classifier and the true label via generative model.
NPC consistently boosts the classification performances of pre-trained models from diverse algorithms.
The prediction calibration scheme of NPC can be applied on various fields of machine learning.

Classifier Training Prediction Calibration
(In-Processing) (Post-Processing)
* Computationally inefficient for models with * Model-agnostic algorithm which only requires
too many parameters. (e.g. CLIP, GPT-3) ‘ the model prediction.
« [t often hinge upon heuristics or assumptions * Modeling objective is defined based on true
(e.g. simple pattern at the early learning) latent label (Y)
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Thank you
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