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New Pruning Scheme : Strong Lottery Ticket (SLT)

[1] J.Frankle, and C.Michael. "The Lottery Ticket Hypothesis: Finding Sparse, Trainable Neural Networks." ICLR. 2018.
[2] E.Malach, et al. "Proving the lottery ticket hypothesis: Pruning is all you need." ICML. 2020.

Find sparse NN
without training

Initialize

Prune

SLT[2]

SLT is a neural network obtained by learning only connections instead of weights



3© 2022 by the authors.
International Conference on Machine Learning Multicoated Supermasks Enhance Hidden Networks

New Pruning Scheme : Strong Lottery Ticket (SLT)

[1] J.Frankle, and C.Michael. "The Lottery Ticket Hypothesis: Finding Sparse, Trainable Neural Networks." ICLR. 2018.
[2] E.Malach, et al. "Proving the lottery ticket hypothesis: Pruning is all you need." ICML. 2020.

Find sparse NN
without training

Initialize

Prune

SLT[2]Dense 
Neural Network

Train

Initialize

Overparametrized
NN

SLT is a neural network obtained by learning only connections instead of weights



4© 2022 by the authors.
International Conference on Machine Learning Multicoated Supermasks Enhance Hidden Networks

New Pruning Scheme : Strong Lottery Ticket (SLT)

[1] J.Frankle, and C.Michael. "The Lottery Ticket Hypothesis: Finding Sparse, Trainable Neural Networks." ICLR. 2018.
[2] E.Malach, et al. "Proving the lottery ticket hypothesis: Pruning is all you need." ICML. 2020.

Find sparse NN
without training

Initialize

Prune

SLT[2]

Find sparse NN
after training

Post-training
pruning

Train

Initialize

Prune

Dense 
Neural Network

Train

Initialize

Overparametrized
NN

SLT is a neural network obtained by learning only connections instead of weights



5© 2022 by the authors.
International Conference on Machine Learning Multicoated Supermasks Enhance Hidden Networks

New Pruning Scheme : Strong Lottery Ticket (SLT)

[1] J.Frankle, and C.Michael. "The Lottery Ticket Hypothesis: Finding Sparse, Trainable Neural Networks." ICLR. 2018.
[2] E.Malach, et al. "Proving the lottery ticket hypothesis: Pruning is all you need." ICML. 2020.

LT[1]
LT : Lottery Ticket

Train

Initialize

Prune

Find trainable
sparse NN

Find sparse NN
without training

Initialize

Prune

SLT[2]

Find sparse NN
after training

Post-training
pruning

Train

Initialize

Prune

Dense 
Neural Network

Train

Initialize

Overparametrized
NN

SLT is a neural network obtained by learning only connections instead of weights



6© 2022 by the authors.
International Conference on Machine Learning Multicoated Supermasks Enhance Hidden Networks

Comparison of SLT and Dense NN
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Conclusion

l First work discussing multiple supermasks for trainable scaling
n Expanded search space finds a network with high accuracy

l Multicoated supermasks achieve
n +5% Accuracy on ImageNet w.r.t. Edge-Popup (ResNet-50)
n 10x Smaller size than dense model

l The Combination of pruning, quantization, and random weights
achieves accurate, highly compressed models


