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Semi-supervised Few-shot Learning 



Submodular Functions
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How to select subsets from unlabeled 
data to augment each task?  
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Submodular Mutual Information (SMI)

➢ Given a set of data points 𝑉 = {1,⋯ , 𝑛} , and sets 𝐴, 𝑄 ⊆ 𝑉, the Submodular Mutual Information 𝐼𝐹 𝐴; 𝑄 =
𝐹 𝐴 + 𝐹 𝑄 − 𝐹(𝐴 ∪ 𝑄), where the information of a set of points is 𝐹 𝐴 and 𝐹 is a submodular function.
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Overview of PLATINUM

❖ Use Submodular Mutual Information (SMI) for semi-supervision.

❖ Augment both Support and Query sets in Inner and Outer loop of 

MAML.

❖ Support and Query sets are augmented using per-class instantiations 

of SMI.



Overview of PLATINUM



Experimental Setting

Datasets

• miniImageNet,  tieredImageNet, CIFAR-FS

Semi-supervised few-shot classification (Ren et al., 2018)

• 5-way 1-shot (5-shot)

• backbones: 4-layer CONV (for all approaches)

• Two scenarios
o There exist OOD examples in unlabeled set
o There’s no OOD examples in unlabeled set

• Smaller 𝜌 (1%, 10%, 20%,… ), 𝜌 =
𝐶𝑜𝑢𝑛𝑡(𝑙𝑎𝑏𝑒𝑙𝑒𝑑 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 𝑝𝑒𝑟 𝑐𝑙𝑎𝑠𝑠)

𝐶𝑜𝑢𝑛𝑡(𝑇𝑜𝑡𝑎𝑙 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 𝑝𝑒𝑟 𝑐𝑙𝑎𝑠𝑠)

(𝜌 = 40% for miniImageNet, 10% for tieredImageNet in Ren et al., 2018)



Experiments

PLATINUM (ours)

• SMI functions: GCMI, FLMI

• On the top of first-order MAML

Meta-learning based baselines:

• Extended prototypical network (Ren et al., 2018)

• TPN-semi (Liu et al., 2019)

• LST (Li et al., 2019)

• MAML: only supervised setting is considered.

Note: we did not consider transfer-learning based approaches for fair 
comparison.



• miniImageNet

• 𝜌 = 1%

• tiredImageNet

• 𝜌 = 1%

5-way classification accuracy



• miniImageNet

• 𝜌 = 40%, exactly the same setting as previous works.

5-way classification accuracy



Ablation

• Different number of OOD classes • w/ vs. w/o outer selection

Left: 1-shot, Right: 5-shot. 

Both of them are on miniImageNet. 
Comparison under different number of OOD 

classes in the Unlabeled Set for 5-shot case 

on miniImageNet 



Ablation

Other Backbones?

The accuracy (%) of 5-way 5-shot experiment 

• on miniImageNet

• Pretrained ResNet-12

• 𝜌 = 40% (the same ratio from Ren et al., 2018 and Li et al., 2019)



Conclusion

• Footer information

• PLATINUM: A novel semi-supervised model-agnostic meta-learning 
framework. 

• It leverages submodular mutual information functions as per-class 
acquisition functions to select more data from unlabeled data in the inner 
and outer loop of meta-learning. 

• Meta-learning based semi-supervised few-shot learning experiments 
validates the effectiveness of embedding semi-supervision on the top of 
first-order MAML, especially for small ratio of labeled to unlabeled samples. 
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