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How attackers poison machine learning

● Threat model: I’m an attacker with a bot farm and I know that Company X’s 
models use the data my bots generate to update their models

● Attacker’s goal: I want to poison the learned model to target a specific group 
of users with known behavior, so that they receive specific recommendations 
(targeted attack)

● Ex: watching a specific sequence of videos or typing specific text prompts the 
model to recommend hate speech

● Attacker’s method: I can upload spurious updates to the server (model 
poisoning)
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The consequences of poisoned models



Measuring the durability of backdoors
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The Unreasonable Ease of Poisoning Language Models

● If the attacker controls fewer than 1 in 1,000 devices, they can make the 
learned model memorize single-word triggers with 100% accuracy
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Conclusion

● Experiments on CV and other architectures can be found in the full paper
● Our code is open source and we welcome contributions
● We include second-order empirical analysis of our method
● Neurotoxin works with any attack to create durable, stealthy, and robust 

backdoors


