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Introduction

Original dataset
D

Classifier FO

Synthetic dataset
S

Classifier FS

dataset reduction
S ≪ |D|

Minimize the performance gap between FO and FS



Introduction

Source: Deng, J., Dong, W., Socher, R., Li, L.-J., Li, K., and FeiFei, L. ImageNet: A Large-Scale Hierarchical Image Database. In CVPR09, 2009.



Class-Wise Gradient Matching (DC)



Our Gradient Matching (DCC)



Comparison

3 vs. 8 class-wise gradient matching

Flipped 3 vs. 8 our gradient matching

3 vs. 8 our gradient matching
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Conclusion

• We show that DC primarily focuses on the class-wise gradient while 
overlooking contrastive signals.

• To address this issue, we propose the Dataset Condensation with 
Contrastive signals (DCC) method.

• In our experiments, we demonstrate that the proposed DCC outperforms
DC in fine-grained classification tasks and general benchmark datasets



Thank you!

https://github.com/Saehyung-Lee/DCC


