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Semi-supervised image classification has been widely explored in recent years. Current SOTA methods are 

deterministic, which have achieved promising results. In contrast, progress on probabilistic

approaches in this field lags behind:

• There are only few studies on this task.

• Monte Carlo dropout becomes the only option for implementing the probabilistic model.



Our contribution:

• We propose NP-Match, which adjusts Neural processes (NPs) to SSL, and explore its use in semi-

supervised large-scale image classification. 

• We propose a new uncertainty-guided skew-geometric Jensen-Shannon (JS) divergence for optimizing NP-

Match.

• We show that NP-Match achieves competitive results on four public benchmarks. We also show

that NP-Match estimates uncertainty faster than the MC-dropout-based probabilistic model, which can 

improve the training and the test efficiency



Formally, given a probability space (Ω, Σ, Π) and an index set X , a stochastic process can be written as 

{F (x, ω) : x ∈ X }, where F (· , ω) is a sample function mapping X to another space Y for any point ω ∈ Ω. For 

each finite sequence x1:n, a marginal joint distribution can be defined on the function values F (x1, ω), F (x2, 

ω), . . . , F (xn, ω). 
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NPs parameterize the function F (· , ω) with a high-dimensional random vector z sampled from a multivariate 

Gaussian distribution and a neural network g(·).
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• NP Model for Semi-Supervised Image Classification
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categorical distribution

1: 1: 1: 1:( | ( , ), ) ( ( ( , )))n n n np y g x z x Cat Wg x z=

Parameterize the categorical distribution by probability vectors from a classifier that contains a 

weight matrix (W) and a softmax function (Φ):

Evidence Lower Bound (ELBO): 
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• NP-Match Pipeline
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• Uncertainty-Guided Skew-Geometric JS Divergence









➢ We proposed the application of neural processes (NPs) to semi-supervised learning (SSL), designing a 

new framework called NP-Match, and explored its use in semi-supervised large-scale image classification. 

➢ To better adapt NP-Match to the SSL task, we proposed a new divergence term, called uncertainty-guided 

skew-geometric JS divergence, which further improves the performance of NP-Match.

➢ We demonstrated the effectiveness of NP-Match and the proposed divergence term for SSL in extensive 

experiments.



➢ Due to the successful application of NPs to semi-supervised image classification, it is valuable to 

explore NPs in other SSL tasks, such as object detection and segmentation.

➢ Many successful NPs variants have been proposed since the original NPs. It is valuable to explore 

these in SSL for image classification. 

Source codes are available at: https://github.com/Jianf-Wang/NP-Match


