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Random Transform Defense against Adversarial Examples

Many works have proposed random input transformation to improve
the adversarial robustness of neural networks.

However, stochastic defenses are poorly understood, and we still lack
reliable tools for measuring their robustness.

We focus on Barrage of Random Transforms (BaRT) [Raff et al.,
2019] which sequentially applies multiple image transforms to its
inputs in random order and with random parameters. Transforms are
sampled from a pool of over 20, both differentiable and not.
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Original Evaluation of BaRT [Raff et al., 2019]

Raff et al. [2019] used PGD Attack on steroid:

BPDA (Backward-Pass Differentiable Approximation): use neural
networks to approximate gradients of non-differentiable transforms.
EoT (Expectation over Transformations): deal with randomness.

This was state-of-the-art attack at the time.

A large improvement compared to adversarial training on deterministic
models. Increases adversarial accuracy from 1.5% to 36%.

Accuracy of multiple models trained ImageNet Raff et al. [2019].
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BPDA Attack is NOT Sufficiently Strong

Table 1: BaRT replicate on a 10-class subset of ImageNet dataset.

Transforms used in BaRT
Adversarial accuracy

Exact BPDA Identity

All n/a 52 36
Only differentiable 26 65 41

Exact: PGD attack with exact gradients.

Identity : PGD attack with the transforms ignored in the backward
pass (treated as an identity function).

We found that BPDA attack is much weaker than Exact and is
surprisingly weaker than Identity.
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Takeaway 1: Focus on Differentiable Transforms

We suggest that future works focus on differentiable
transformations only as part of a stochastic defense (until there is a
reliable black-box attack or gradient approximation technique).

Separate studies on stochastic and non-differentiable models

Benefits of using only differentiable transforms:

More accurate and efficient evaluation
Compatible with adversarial training
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Better Attack on (Differentiable) Transform Defense

Setting: non-convex, constrained SGD

Attack success rate is highly correlated
with variance of gradient estimates.

Key is variance reduction.
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Better Attack on (Differentiable) Transform Defense

Setting: non-convex, constrained SGD

Attack success rate is highly correlated
with variance of gradient estimates.

Key is variance reduction.

Linear loss on logits

Signed gradients and momentum

AggMo optimizer [Lucas et al., 2019]

Improve transferability
(SGM [Wu et al., 2020])
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Robustness Results and Attack Comparison

Table 2: Comparison between the baseline attack, AutoAttack (standard version
+ EoT), and our attack on differentiable Random Transform Defense.

Attack
Accuracy

CIFAR-10 Imagenette

No attack 81 89
Baseline 33 70
AutoAttack 61 85
Our attack 29 6

Our attack beats the baseline (PGD+EoT) and AutoAttack by a large
margin. Even a carefully tuned BaRT is not robust.

We also use our attack to adversarially trained BaRT, but it is still
not as robust as adversarial training on a deterministic network.

Chawin Sitawarin Demystify Random Transform Defenses ICML 2022 7 / 8



Robustness Results and Attack Comparison

Table 2: Comparison between the baseline attack, AutoAttack (standard version
+ EoT), and our attack on differentiable Random Transform Defense.

Attack
Accuracy

CIFAR-10 Imagenette

No attack 81 89
Baseline 33 70
AutoAttack 61 85
Our attack 29 6

Our attack beats the baseline (PGD+EoT) and AutoAttack by a large
margin. Even a carefully tuned BaRT is not robust.

We also use our attack to adversarially trained BaRT, but it is still
not as robust as adversarial training on a deterministic network.

Chawin Sitawarin Demystify Random Transform Defenses ICML 2022 7 / 8



Takeaway 2: Better Attacks

Attacks on Random Transform Defense is much less efficient
compared to deterministic models.

For better attacks, try

Reducing variance of gradient estimates.
Using a lot of steps (at least a few thousands).
Using momentum and accelerated gradient methods when possible.
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Thank You!

Come see our poster at Hall E #215 (Poster Session 1)!
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