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CIFAR-10 + SimCLR

CIFAR-10 + SimCLR (hash)

AG News + Drop words

AG News + Split sentence

For the same augmentation some function 
classes/algorithms transfer well but others fail miserably

Effect of inductive biases observable in practice




