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Vision-Language Pre-training (VLP)

Pretrained
VL Model

Adaption

Diverse Vision-Language Tasks [Kushal et al.]

[1] Kafle, Kushal, et al. "Challenges and prospects in vision and language research." Frontiers in Artificial Intelligence 2 (2019): 28.



Paired VLP

Image datasets
(eg., ImageNet)Image-text pairs (eg., COCO, CC3M) Text corpora 

(eg. Wikipedia)

Unpaired VLP

VLP Model VLP Model

• Human-annotated
(COCO, Visual Genome)
• Hard to scale-up
• Language bias

Stand-alone images and texts
• Easy to scaling-up
• Diverse visual/language patterns
• Less bias

• Auto-crawled from Internet
(Conceptual Captions)
• Complicated data cleaning
• Weak Alignment
• Unfriendly to minority language



Paired VLP Unpaired VLP

• Instance-level alignment
• Text-Image contrastive learning
• Text-Image matching

• Token-level alignment
• Masked language/image modeling

(MLM/MIM)

• Instance-level alignment
• Contrast between a sentence and its 

multimodal view

• Token-level alignment
• MLM on the multimodal sentence

Alignment Matters!
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Cross-modal CutMix



Token-level alignment Instance-level alignment 

Self-supervised Pretraining Objectives



Experiments

Superior performance on five downstream tasks. 
VLMixer benefits from the data scale.



Experiments

• CMC improves NLVR! and retrieval tasks.
• CMC + CMCL improve VQA.
• Unpaired model is slightly inferior to the paired counterpart.

Superior performance on five downstream tasks. 

Diverse patch gallery helps cross-modal alignment.

VLMixer benefits from the data scale.



Thanks for your listening!


