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Graph Neural Networks (GNNs)

https://uvadlc-notebooks.readthedocs.io/en/latest/tutorial_notebooks/tutorial7/GNN_overview.html

• MPNNs can only aggregate information from 𝑇-hop neighbors with 𝑇 propagation steps!
• Problem:

• 𝑇 cannot be large due to the Over-Smoothing problem.
• The ability to capture global information is limited by the FINITE propagation steps.

• A possible solution:
GNNs with INFINITE layers: Implicit GNNs



Implicit GNNs: GNNs with Infinite Layers

• Implicit Models and Fixed Point Equations
• An example: IGNN

• A typical weight-tied k-layer GNN: 𝑍! = 𝜎 𝐴𝑍!"#𝑊 +𝑈𝑋 , 𝑘 = 1,2,⋯ , 𝑛

What would happen if we
were to repeat this update an 

infinite number of times?
⟹

A fixed point equation
𝒁 = 𝝈 𝑨𝒁𝑾+𝑼𝑿

Bai, S., Zico Kolter, J., & Koltun, V. Deep equilibrium models. NeurIPS 2019..



Implicit GNNs: GNNs with Infinite Layers

• Implicit Models and Fixed Point Equations
• An example: IGNN

• A typical weight-tied k-layer GNN: 𝑍! = 𝜎 𝐴𝑍!"#𝑊 +𝑈𝑋 , 𝑘 = 1,2,⋯ , 𝑛.
• The fixed point equation when n → +∞:

𝑍 = 𝜎 𝐴𝑍𝑊 + 𝑈𝑋 .
• Pros

• Simple to construct a model.
• Efficient to calculate the equilibrium.
• Global receptive fields.

• Cons:
• Existing implicit GNNs adopt linear isotropic diffusion, which is the cause of over-

smoothing.

Gu, F., Chang, H., Zhu, W., Sojoudi, S., & El Ghaoui, L. Implicit graph neural networks. NeurIPS 2020.



Inspirations from PM Diffusion

• Diffusion in image processing
• Example: Evolution of an MRI slice under different 

diffusions. 
• Left Column: Linear diffusion.
• Right Column: Edge-enhancing anisotropic diffusion.

• Anisotropic diffusion is a cure to over-smoothing.

• Inspiration
Using nonlinear diffusion to construct implicit GNNs!

Weickert, J. (2008). Anisotropic Diffusion in Image Processing. 



• Our fixed point equation

• 𝑋: input feature matrix
• 𝑍: the equilibrium state
• 𝑌: the output feature
• 4G: normalized incidence matrix (discrete

gradient operator)
• 𝑏$: an affine transformation
• 𝑔%: the readout head
• 𝜎: Tanh

Graph Implicit Nonlinear Diffusion (GIND)

• Anisotropic Property

Information exchange
between nodes



Graph Implicit Nonlinear Diffusion (GIND)

• From the optimization perspective
• The equilibrium of GIND correspond to the solution of a convex objective.



Method: Graph Implicit Nonlinear Diffusion

• From the optimization perspective
• The equilibrium of GIND correspond to the solution of a convex objective.
• Optimization-Inspired Variants:

• Optimization-Inspired Skip-Connection:
𝑧 = Γ 𝑧 ≔ 1 − 𝛼 𝑧 + 𝛼𝑓(𝑧)

• Optimization-Inspired Feature Regularization: combining the objective with 
regularization ℛ(𝑧) is equivalent to appending one layer before the original layer.

𝑧 = Γ 𝑧 ∘ Γℛ, where Γℛ = 𝑃𝑟𝑜𝑥ℛ.



Experiments

• Node-level tasks



Experiments

• Graph-level tasks



Conclusion

• GIND is the first implicit GNN with nonlinear diffusion.
• GIND has an underlying optimization objective.
• Outperforming SOTA in a variety of tasks.


