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What Language Model Architecture 
and Pretraining Objective Work Best 

for Zero-Shot Generalization?
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Systematic study of variants
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Experiments and results without MTF

After full or prefix language modeling pretraining, the causal decoder (FLM) 
exhibits the best zero-shot generalization abilities
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Experiments and results with MTF
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Introducing adaptation
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Introducing adaptation
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Conclusion

- Without multitask finetuning, causal decoder pretrained with full language 
modeling performs best

- With multitask finetuning, encoder decoder pretrained with masked language 
modeling performs best

- We can convert a causal decoder model pretrained on full language modeling 
to a performant non causal decoder model by having a intermediary masked 
language modeling adaptation.
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