
Score-based Generative Modeling of Graphs 
via the System of SDEs

Jaehyeong Jo1*, Seul Lee1*,  Sung Ju Hwang1,2

(*: equal contribution)

KAIST1, AITRICS2, South Korea



Challenge of Graph Generation
Graphs have non-unique representations as the order of the nodes are not 
fixed, and complex dependency between nodes and edges.
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Naïve Extension of Score-Based Models to Graphs
Unlike images, graphs consist of nodes and edges which are interdependent.

GDSS-seq (Ours)

Discrete-step Sampling

𝑿𝑿𝑻𝑻 𝑿𝑿𝟎𝟎 𝑨𝑨𝑻𝑻 𝑨𝑨𝟎𝟎

EDP-GNN
𝑿𝑿𝟎𝟎 𝑨𝑨𝑻𝑻 𝑨𝑨𝟎𝟎

~

Invalid Molecule

Node-Edge Mismatch

Independent

𝑿𝑿𝑻𝑻 𝑿𝑿𝟎𝟎

𝑨𝑨𝑻𝑻 𝑨𝑨𝟎𝟎

Continuous-time Reverse Diffusion

[Song et al. 21] Score-Based Generative Modeling Through Stochastic Differential Equations, ICLR 2021.

Straight forward extension of [Song et al. 21] fails to capture the complex 
relations between the nodes and edges.
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Graph Diffusion Via the System of SDEs (GDSS)
We propose a novel diffusion process for graphs via the system of SDEs, 
that can model the complex dependencies between nodes and edges. 

Since GDSS is able to model the dependency, in contrast to EDP-GNN, we can 
generate both the node features and adjacency matrices.

Reverse-time Diffusion Process



Estimating the partial score functions are not equivalent to estimating the score 
function, since former requires capturing the dependency between 𝑿𝑿 and 𝑨𝑨.

Estimating the Partial Scores

Therefore, we derive new training objectives for estimating the partial scores:
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Generic Graph Generation

Table: Generation results on the generic graph datasets.

GDSS significantly outperforms the one-shot generative models including EDP-GNN,
and also outperforms the autoregressive generative models.



Generic Graph Generation

Figure: Visualization of the graphs from the training set and the generated graphs.

GDSS is able to generate the community structures represented in graphs.

(a) Training Data (b) GDSS (Ours)



Molecule Generation

Table: Generation results on the QM9 and ZINC250k datasets.

GDSS achieves incomparably high validity without valency correction, and 
further significantly outperforms the baselines in NSPDK MMD and FCD.



Molecule Generation
GDSS is able to generate valid molecules by capturing the node-edge relationship, 
modeled through time via the system of SDEs. 

Figure: Visualization of the generated molecules and the similarity score.

Generated molecules of GDSS share a large substructure with the molecules in the 
training set, whereas the baselines fail to do so.



Conclusion
• We propose a novel score-based generative model for graphs that overcomes the 

limitation of previous generative methods, by introducing a diffusion process for 
graphs that can generate node features and adjacency simultaneously via the 
system of SDEs. 

• We derive novel training objectives to estimate the gradient of the joint log-
density for the proposed diffusion process and further introduce an efficient 
integrator to solve the proposed system of SDEs. 

• We validate our method on both synthetic and real-world graph generation tasks, 
on which ours outperforms existing graph generative models.
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