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Reward Signal Resources

How can we avoid reward functions that need access to

state, human evaluator, demonstrations, or goal images

Can we leverage large language vision models to avoid this?

CLIP: Radford et al. Learning Transferable Visual Models From Natural Language Supervision



Vanilla Dot Product

Image + Goal Description => Task completion score 
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Vanilla Dot Product

How can we leverage this?



Vanilla Dot Product

GradCAM can extract spatial information of semantics in Conv layers
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Text emb: a red block

Weighted fprop HeatMap

Grad-CAM on CLIP

Text emb: a yellow block



Spatial language data generation

Red block on the left of yellow block
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Main Results

Same performance as Oracle Reward 



Multi-task Policy



Future Work

What’s missing? 

- pose tasks, semantic tasks like closed door, … 

Future directions:

1. Leverage Simulators

2. Improve image & text alignment of LLVM



Thanks!


