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Background

• Minimax Optimization:

• Applications: GAN, Adversarial Training, RL, etc.

• Gradient Descent Ascent (GDA) Algorithm

A gap between theory and practice on the ratio 



Empirical Observations

• Practical GAN training often chooses similar stepsizes for both 
players, i.e.,               and  



Existing Theory

• Suggested stepsize ratio: 



Motivation

• Gap between theory and practice:
• Practice: 

• Theory:

• Question:
• What is the best stepsize ratio that ensures convergence of GDA and what is 

the corresponding convergence rate?

• This work:
• A tight local analysis on convergence of GDA near a 

Stackelberg Equilibrium



Preliminaries



Theoretical Results

• Phase transition point:
• If              , there exist a hard function s.t. GDA diverges

• If              , GDA provably converges

• Optimal rate: (with matching upper/lower bounds)

• under stepsize choice

• Same rate as running GD directly on the primal function

• Extension to SGDA and EG



Takeaway

• A wide gap between theory and practice on the stepsize ratio of 
GDA

• A tight local analysis on GDA near a Stackelberg Equilibrium


