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Complications:

‚ Non-Markovianity

‚ Augmented state space

‚ Performance loss

‚ Non integer delays
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Duality of trajectories
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Imitation learning with DAgger (Ross et al., 2011):
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Bounding performance loss:
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Mean return as a function delay
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Robotic locomotion - mujoco (Todorov et al., 2012)

Trading
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