g,
o i,
,

Z 0
i

POLITECNICO
MILANO 1863

Delayed Reinforcement Learning by Imitation

Pierre Liotet Davide Maran Lorenzo Bisi  Marcello Restelli

July 2022
Thirty-ninth International Conference on Machine Learning (ICML-22)



Problem Statement 1/6

m Reinforcement learning:
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m Reinforcement learning:

Tt—A Tt—A+1

m Delay:
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I Challenges 2/6

m Complications:

® Non-Markovianity
® Augmented state space
® Performance loss

® Non integer delays
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Simple yet Efficient Solution: Imitation Learning 3/6

m Duality of trajectories
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m Duality of trajectories

at—At1 (lst—asat—n,---, at_1)
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m Imitation learning with DAgger (Ross et al., 2011):
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Theoretical Analysis 4/6

m Bounding performance loss:
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undelayed expert performance

f measure of uncertainty
performance

on the current unobserved state

m Deterministic process => bound = 0
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m Mean return as a function delay
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I Experiments 6/6

m Robotic locomotion - mujoco (Todorov et al., 2012)

m Trading
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