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Motivation1

Visualization of the attention
of Pretrained ResNet

Visualization of the attention of
task specific visual representation

• Task specific
• High sample efficiency for RL learning
• Difficult to transfer across tasks

• Task-independent
• Easy to transfer across tasks
• Low sample efficiency for RL learning

Can we learn the visual representation
mechanism like a human, which can capture
the characteristic of every task and can be 
easily transferred to a new task?

⋯

Human behavior learning

Each task has its own focus
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Contributions2
• CtrlFormer jointly learns self-attention mechanisms between visual tokens and policy tokens 

among different control tasks, where multitask representation can be learned and transferred 
without catastrophic forgetting.

• We carefully design a contrastive reinforcement learning paradigm to train CtrlFormer, 
enabling it to achieve high sample efficiency, which is important in control problems. 

• Extensive experiments show that CtrlFormer outperforms previous works in terms of both 
transferability and sample efficiency without catastrophic forgetting.

Effect of CtrlFormer Each task has its own policy token

Visual tokens Policy tokens
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Same domain
Transfer

Cross domain
Transfer

Patch 
tokens

…

Observations

Per-task state representation

…

Policy tokens

𝜋! 𝜋" 𝜋# 𝜋$
Downstream policy networks

CtrlFormer

Explicitly model the attention mechanism between the new task and the old task and input images
thus enabling fast transfer of knowledge learned from the old task to the new one

Overall framework of CtrlFormer3

• Policy token is a learnable 
variable that learns a context 
for its task during the learning 
process

• Task-related information can 
be extracted by computing the 
attention of policy tokens and 
other tokens.
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Detailed structure of CtrlFormer4

• Contrastive Co-training to improve the sample efficiency
• Reduce the number of parameters to be learned by multi-stage Pooling

5



6

Visualization6

Comparison of the attention 
map change before and after 
the transferring
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Results7

Transfer across multiple tasks



Future works8

1. Pretrain the CtrlFormer with the unlabeled data from wild
2. Replace the frame stacking with better temporal modeling

Temporal Spatial TransformerMasked visual pre-training for motor control

Xiao, Tete, et al. "Masked visual pre-training for motor control." arXiv
preprint arXiv:2203.06173 (2022).
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Thanks for Listening! (Q&A)


