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Can we learn the visual representation
mechanism like a human, which can capture

the characteristic of every task and can be
easily transferred to a new task?
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+ Task specific Task-independent
* High sample efficiency for RL learning Easy to transfer across tasks O
 Difficult to transfer across tasks

I Each task has its own focus .
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Low sample efficiency for RL learning
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2 | Contributions

« CtrlIFormer jointly learns self-attention mechanisms between visual tokens and policy tokens
among different control tasks, where multitask representation can be learned and transferred
without catastrophic forgetting.

« We carefully design a contrastive reinforcement learning paradigm to train CtrlIFormer,
enabling it to achieve high sample efficiency, which is important in control problems.

« Extensive experiments show that CtrlFormer outperforms previous works in terms of both
transferability and sample efficiency without catastrophic forgetting.
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Explicitly model the attention mechanism between the new task and the old task and input images
thus enabling fast transfer of knowledge learned from the old task to the new one
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Detailed structure of CtrIFormer
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Thus, the input of the transformer is
S D ‘G LN
Zy, = [xcon,xm- sy X Xpy Xy ] + Epos

zy; = MHSA (LN (2¢;_,)) +z¢,_,
2, = MLP (LN (z;j)) +2,

qQr = 2, W% k = zWF

— .l o K+1. 1. .gN

z—[zcon,z,r,...,z7r ,zp,...,zp]
_ [,1. ., K+1

z,r—[z7r,...,z7r ]

» Contrastive Co-training to improve the sample efficiency
* Reduce the number of parameters to be learned by multi-stage Pooling
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Results
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Method Learn from scratch Retest after Method Learn from scratch | Learn with transfer Method Scratch (previous)| Transfer (new task)|Retest (previous)
100k 500k | new task fine-tune 100k 500k 100k 500k 500 k 100k 500 k 500 k£
DrQ 54943 8541 373424 DrQ 0 5054335 0 75.5+41 DrQ 971, 2831121 332496 12415,
Dreamer 326427 762427 704133 Dreamer 844 3764214 0 589112 Resnet+SAC 3824299 298117 300429 3821299
Resnet+SAC | 192119 357435 357 135 Resnet+SAC 0 0 0 0 CtrlF 918 299 547 889
CtrlFormer 759143 846405 842, CtrlFormer 0 6713 76913, 804 ormer +33 +38 +56 +34
(a) Left: Learn old task in Cartpole (swingup) Right: Transfer to new task Cartpole (swingup-sparse) (a) Transfer from Reacher(easy) to Finger(turn-easy)
Learn from scratch Retest after Learn from scratch | Learn with transfer : -
Method 100k 500k | new task fine-tune Method 100k 500k | 100k 500k Method > at‘gl(‘)(()p‘;m"s ) T;?)“Osf:r oo Reteztog";vm"s)
DrQ 3464133 448465 300+42 DrQ 8t24 2741137 | 133426 455434
Dreamer 25418 2454159 182134 Dreamer 0.0 1749 0.0 38418 DrQ 448 1 65 203487 6931082 184 57
Resnet+SAC | 298417  300+29 300429 Resnet+SAC 0.0 174110 0.0 17410 Resnet+SAC 300+29 3224285 3824209 300429
CtrlFormer 2814167 493135 47543 CtrlFormer 197178 344147 | 294137 569132 CtrlFormer 424 435 4164117 77047 4093,

(b) Left: Learn old task in (turn-easy) Right: Transfer to new task er (turn-hard)

(b) Transfer from Finger(turn-easy) to Reacher(easy)

Method Learn from scratch Retest after Method Learn from scratch  Learn with transfer
100k 500k new task fine-tune 100k 500k 100k 500k
DrQ 558438  971i27 243452 DrQ 194134 6164274 | 96+43 524468 ]
Dreamer | 3ldi15 793+164 485 167 Dreamer 13+ 115105 | 63207  148+12 Transfer across multiple tasks
Resnet+SAC | 3221285 3824299 3824299 Resnet+SAC 2644 31.3112 2614 31410
CtrlFormer 6424 973153 9063, CtrlFormer | 104 48 548.1:3; | 147144 657163 Method Task 0 — Task 1 — Task 2 — Task 3
(©) Left: Learning old task in Reacher (easy) Right: Transfer to new task Reacher (hard) SCf’fitCh (100k) 967127 869161 759+ss 0
Method Learn from scratch Retest after Method Learn from scratch | Learn with transfer glt'_?ll;otfngl:;h(eer(Ollg)Ok) ;2;*23 ;gii3 s gégi‘“ 8 530
100k 500k | new task fine-tune 100k 500k 100k 500k +27 +29 +36 +69
DrQ 875176 973165 69857 DrQ 5041101 9471101 | 321151 947136 Scratch (500k) 995418 949144 846125 671is
Dreamer 583121 97443 912419 Dreamer 2774112 897449 | 851144 94940 Train together (500k) | 947432 942453 632444 40415
Resnet+SAC | 177132 190424 190424 Resnet+SAC | 6347 148412 63+7 148112 CtrlFormer (500k) 9955 1000+, 992.,s 878, ¢4
CtrlFormer 877+ 954433 9504, CtrlFormer 593:520  903+43 | 8574147 959142
(d)  Left: Learning old task in (stand) Right: Transfer to new task (walk) Table 4. Performance comparison with a series tasks.
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8! Future works

1. Pretrain the CtrIFormer with the unlabeled data from wild
2. Replace the frame stacking with better temporal modeling
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(b) learning motor control

Xiao, Tete, et al. "Masked visual pre-training for motor control." arXiv
I preprint arXiv:2203.06173 (2022).







